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has an effective spin Hall conductivity of σ s
xy = 2

3 . Finally,
in order to address the possible spontaneous breaking of time
reversal, we consider the effects of a ring-exchange term on
the bowties of the kagome lattice. Provided that the coupling
constant of this ring-exchange term is large enough, this term
triggers the spontaneous breaking of time-reversal symmetry
and leads to a similar chiral spin liquid state with σ s

xy = 1
2 .

The paper is organized as follows. In Sec. II we will
explicitly write down the XXZ Heisenberg Hamiltonian and
the chirality terms that we will consider. We will then briefly
review the flux attachment transformation that maps the hard-
core bosons (spins) to fermions and write down the resultant
Chern-Simons term on the kagome lattice. A more detailed
and formal discussion on the flux attachment transformation
and the issues related to defining a Chern-Simons term on the
lattice is presented elsewhere [29]. An explicit derivation of
the Chern-Simons term for the case of the kagome lattice was
also presented in our earlier work [5]. In Sec. IV we setup the
mean-field expressions for the nearest-neighbor Heisenberg
model in the presence of a chirality term. We will then begin
by analyzing the mean-field state in the absence of the chirality
terms and analyze the states obtained in the XY and Ising
regimes in Sec. IV A. Then we will consider the effects of
adding the chirality term in Sec. IV B. At the mean-field
level we will also study the effects of adding an external
magnetic field to such a system by analyzing the Hofstadter
spectrum in Sec. IV C. Next, we will repeat the same analysis
but with the Dzyaloshinski-Moriya term added to the XXZ
Heisenberg model in Sec. IV D. In Sec. V we will return to the
state discussed in Sec. IV B and expand the mean-field state
around the Dirac points and write down a continuum version
of the action. From here we will systematically consider
the effects of fluctuations and derive an effective continuum
action. Finally, we will consider a model for spontaneous
time-reversal symmetry breaking by adding, to the XXZ
Heisenberg antiferromagnetic Hamiltonian, a ring exchange
term on the bowties of the kagome lattice in Sec. VI. In
Sec. VII we summarize the key results obtained in the paper,
and discusses several open questions.

II. FLUX ATTACHMENT ON THE KAGOME LATTICE

In this section we will briefly review the theory of flux
attachment on the kagome lattice in the context of the XXZ
Heisenberg Hamiltonian [5]. This will set the stage for the use
of the flux attachment transformation that we will use to study
these models.

We will begin with the nearest-neighbor XXZ Heisenberg
Hamiltonian in the presence of an external magnetic field

H =J
∑

⟨i,j⟩

{
Sx

i Sx
j + S

y
i S

y
j + λSz

i S
z
j

}
− hext

∑

i

Sz
i , (2.1)

where ⟨i,j ⟩ refer to the nearest-neighbor sites on the kagome
lattice and λ is the anisotropy parameter along the z direction.
hext refers to the external magnetic field. Using the flux
attachment transformation, the spins (which are hard-core
bosons) can be mapped to a problem of fermions coupled
to a Chern-Simons gauge field. The resultant action takes the

FIG. 1. Unit cell of the kagome lattice. The unit cell has three
sublattice sites (labeled a, b, and c) and three plaquettes (two triangles
and one hexagon). The flux attachment transformation proceeds by
attaching the fluxes in each of the plaquettes to its corresponding
sites.

form

S = SF (ψ,ψ∗,Aµ) + Sint(Aµ) + θSCS(Aµ). (2.2)

The SxSx and SySy terms map to the fermionic hopping
part in the presence of the Chern-Simons gauge field Aj (x),
and SzSz terms map to a fermionic interaction term as shown
in the equations below:

SF (ψ,ψ∗,Aµ) =
∫

t

∑

x

{

ψ∗(x)(iD0 + µ)ψ(x)

− J

2

∑

⟨x⃗,x⃗ ′⟩
[ψ∗(x)eiAj (x)ψ(x ′) + H.c.]

⎫
⎬

⎭,

Sint(ψ,ψ∗) = λJ

∫

t

∑

⟨x⃗,x⃗ ′⟩

(
1
2

− n(x)
)(

1
2

− n(x ′)
)

, (2.3)

where D0 = ∂0 + iA0 is the covariant time derivative, ⟨x⃗,x⃗ ′⟩
stands for nearest-neighbor sites x⃗ and x⃗ ′ on the kagome lattice,
and the space-time coordinate x ≡ (x⃗,t). The temporal gauge
fields A0 live on the sites of the kagome lattices and the spatial
gauge fields Aj (x) live on the links of the lattice as can be seen
in the unit cell of the kagome lattice in Fig. 1.

The density operator n(x) = ψ∗(x)ψ(x) is related to the Sz

spin component as follows:

Sz(x) = 1
2 − n(x). (2.4)

The above expression also allows us to absorb the external
magnetic field term (hext) in to the definition of the chemical
potential µ, i.e., in the fermionic language the effect of the
external magnetic field can be mimicked by changing the
fermion density on the lattice. For a majority of this paper, we
will focus on the case where hext = 0. This would correspond
to the case of half-filling in the fermionic theory after the flux
attachment transformation.

Now all that remains is the Chern-Simons term on the
kagome lattice. An explicit derivation of this term for the
case of the kagome lattice was already presented in an earlier
paper [5]. A more detailed and rigorous representation of a
Chern-Simons term on generic planar lattices is also presented
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elsewhere [29]. Here we will simply reproduce some of the
relevant results required for our analysis.

The θ parameter in front of the the Chern-Simons term in
Eq. (2.2) is taken to be θ = 1

2π
to ensure that the statistics of the

spins [hard-core bosons in Eq. (2.1)] are correctly transmuted
to those of the fermions in Eq. (2.2). The Chern-Simons term
on the kagome lattice can be written as

SCS = S
(1)
CS + S

(2)
CS,

S
(1)
CS =

∫
dt

∑

x,y

A0(x,t)Ji(x − y)Ai(y,t),

S
(2)
CS = −1

2

∫
dt

∑

x,y

Ai(x,t)Kij (x − y)Ȧj (y,t).

(2.5)

The first term S
(1)
CS in Eq. (2.5) is the flux attachment term

that relates the density at a site on the lattice to the flux in
its corresponding plaquette. For the case shown in Fig. 1, the

explicit expression for this term is given as

Ja(k) = (1,−1,1,−e−ik2 ,e−ik1 ,1),

Jb(k) = (0,e−ik1 ,−1,1,0,0),

J c(k) = (−e−ik2 ,0,0,0,−1,1),

(2.6)

where k1 and k2 are the Fourier components along the e1 and e2
directions of the unit cell shown in Fig. 1. These choices ensure
that the fermion density n(x) (at a site x of the kagome lattice)
is related to the gauge flux B(x) on the adjoining plaquette by
the constraint equation n(x) = θB(x) as an operator identity
on the Hilbert space.

The second term in Eq. (2.5) establishes the commutation
relations between the different gauge fields on the lattice
and it is the structure of the Kij matrix that ensures that
the fluxes commute on neighboring sites. This condition is
crucial to being able to enforce the flux attachment constraint
consistently on each and every site of the lattice. The explicit
expression for the Kij matrix is given as

Kij = 1
2

⎛

⎜⎜⎜⎜⎜⎜⎝

0 −1 1 −s2 s1 + s−1
2 −1 + s−1

2
1 0 1 − s−1

1 −s2 − s−1
1 s1 −1

−1 s1 − 1 0 1 − s2 s1 −1
s−1

2 s1 + s−1
2 s−1

2 − 1 0 s1s
−1
2 s−1

2

−s2 − s−1
1 −s−1

1 −s−1
1 −s2s

−1
1 0 1 − s−1

1
1 − s2 1 1 −s2 s1 − 1 0

⎞

⎟⎟⎟⎟⎟⎟⎠
, (2.7)

where sj are shift operators along the two different directions
(e1 and e2) on the lattice, i.e., sjf (x) = f (x + ej ), as shown
in Fig. 1.

III. THE X X Z MODEL WITH A CHIRALITY
BREAKING FIELD

Next, we will consider the effects of adding a chirality
breaking term to the Heisenberg Hamiltonian in Eq. (2.1). A
system of spin-1/2 degrees of freedom on the kagome lattice
with a chirality breaking term as its Hamiltonian was consid-
ered recently by Bauer and co-workers [25]. Using finite-size
diagonalizations and DMRG calculations, combined with
analytic arguments, these authors showed that the ground
state of this system with an explicitly broken time-reversal
invariance is a topological fluid in the universality class of
the Laughlin state for bosons at level 2 (or, equivalently,
filling fraction 1/2). Here we will examine this problem
(including the XXZ Hamiltonian) and find that the ground
state has indeed the same universal features found by Bauer
and co-workers, and by us in the 1/3 plateau [5].

The resultant Hamiltonian is given as

Htot = HXXZ + Hch − hext

∑

i

Sz
i , (3.1)

where HXXZ is the XXZ Heisenberg Hamiltonian in (2.1).
The chirality breaking term is given by

Hch = h
∑

△
χijk(△) = h

∑

△
Si · (Sj × Sk), (3.2)

where χijk(△) is the chirality of the three spins on each of
the triangular plaquettes of the kagome lattice and the sum
runs over all the triangles of the kagome lattice. Recall the
important fact that each unit cell of the of the kagome lattice
contains two triangles.

In order to use the flux attachment transformation, it is
convenient to express the spin operators Sx and Sy in terms of
the raising and lowering S+ and S−. As an example, one can
rewrite the chirality term on a triangular plaquette associated
with site b (shown in Fig. 1) as follows:

χb = Sa · (Sc × Sb) = i

2

{
−S−

a S+
c Sz

b + S+
a S−

c Sz
b

+ S−
a Sz

cS
+
b − S+

a Sz
cS

−
b − Sz

aS
−
c S+

b + Sz
aS

+
c S−

b

}
, (3.3)

where the subscripts a, b, and c label the three corners of a
triangular plaquette in Fig. 1.

As shown in Ref. [5] (and summarized in Sec. II), the
raising and lowering spin operators S± are interpreted as the
creation and destruction operators for bosons with hard cores,
and Sz operators are simply related to the occupation number
n of the bosons by Sz = 1

2 − n. Under the flux attachment
transformation, the hard-core bosons are mapped onto a system
of fermions coupled to Chern-Simons gauge fields (residing
on the links of the kagome lattice). The boson occupation
number at a given site is mapped (as an operator identity) onto
the gauge flux in the adjoining plaquette (in units of 2π ).

It is the straightforward to see that the chirality term gets
mapped onto an additional hopping term on the links of the
kagome lattice which carries a gauge as an extra phase factor
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proaches, the wealth of knowledge that had been gained from
the Haldane mapping onto semiclassical sigma models has not
been fully exploited as an insightful window into the topolog-
ical order of AKLT-like ground states in gapped spin systems.
(See however the remarks toward the end of this section where
we do mention related work.) Indeed, whether such an under-
taking is possible at all is by no means trivial. In (1+1)d, for
example, the Haldane mapping successfully discriminates be-
tween the gapless half-odd S and the gapful integer S cases.
It is not apparent though, how to use the same effective theory
to reproduce the further classification of the gapped system
into the topological S=odd case and the trivial S=even case.
A similar task in higher dimensions would seem even more
tedious if not impossible. The core of the problem apparently
boils down to whether one can devise a program that enables
us to correctly extract the global properties of the ground state,
starting with an appropriate low energy action. We were in-
spired in this regard by the work of Xu and Senthil [5], where
several ground state wave functions belonging to SPT phases
is treated in the path integral framework, an approach which
therefore potentially links the effective action - especially the
topological term, to properties of the ground state. (To some
extent the latter feature itself is predated by Refs. [19, 20].)
Our main objective will be to show in a comprehensive man-
ner how semiclassical field theories do in fact offer an alter-
native and often intuitive route towards determining whether
an AKLT-like ground state in a gapped Heisenberg antiferro-
magnet lies in an SPT or a topologically trivial phase. A ma-
jor advantage of the present approach lies in the manifest S-
dependence of all results, a consequence of the S-dependence
of the topological action. This in turn enables us to leisurely
compare notes between our results and those inferred by the
AKLT-VBS picture, which also yields a clear S-dependent
structure for the topological property of the ground state.
Our main argument basically invokes nothing more in-

volved than the semiclassical mapping of antiferromagnets
and a careful treatment of the resulting Berry phases (theta
term in (1+1)d, monopole Berry phases in (2+1)d, etc.) via
a meron-gas approximation [21], all of which are techniques
that are well-documented in textbooks [22–24] and review ar-
ticles [25]. The hope therefore is that for some condensed
matter physicists our examples will serve to demystify aspects
of SPT states that often calls for the use of more sophisticated
mathematical approaches. While we will highlight the (2+1)d
problem (which, as explained below, is the case which allows
for the most generic analysis from a symmetry perspective),
we will first use the (1+1)d case to build up our general strat-
egy, and will also offer a discussion as to how the scheme
generalizes to (3+1)d.

B. Summary of approach

As the following two sections are each focused specifically
on one and two spatial dimensions, we would like to outline
here the general idea that are common to both, as well as to
Sec. VA, where an attempt at a generalization to 3d is made.
The semiclassical O(3) NLσ model description of antiferro-

magnetic systems employs a vector field n of unit norm rep-
resenting the direction of the staggered magnetization. The
original argument of Haldane for spin chains [16, 17] asks
how the partition function Z[n(τ, x)] is affected by the topol-
ogy of the space-time configuration n(τ, x). Relevant to the
latter is the mapping from compactified Euclidean space-time
to the target space of the order parameter, which is classified
in terms of the second homotopy group π2(S2), labeled ex-
plicitly via the integer-valued winding number

Qτx =
1

4π

∫
dτdxn · ∂τn× ∂xn ∈ Z.

It is this winding number that was famously found to enter
the path integral expression for Z[n(τ, x)], in the form of a
theta term, c.f., Eq. (1), which has crucial implications on the
energy spectrum and the spin correlation.
In the present study, in contrast, we are interested in the

global properties of the ground state wave functionalΨ[n(r)],
i.e., the probability amplitude associated with the snapshot
configuration n(r) (with r representing the spatial coordi-
nate in d spatial dimensions). The relevant mapping here is
that from space (as opposed to space-time) to the target man-
ifold. Let us specialize for the moment to the case d = 1, for
which this mapping is classified in terms of the first homotopy
group, π1. For the generic situation, where the order param-
eter is free to roam over the whole of S2, this of course is a
trivial map, as π1(S2) = 0. It is clear that in order to obtain
a nontrivial first homotopy group we will need to restrict the
target manifold to S1 (since π1(S1) = Z). This motivates
us to investigate in Sec. II the easy-plane spin chain situa-
tion, where the bulk order parameter prefers to take values on
S1. Here, a crucial distinction from a purely planar spin chain
arises upon taking into account the effects of space-time vor-
tex configurations, where the order parameter can escape into
the third dimension at the core, forming a meron configura-
tion [21, 25]. Recalling that the S = 1 Haldane phase extends
into the easy-plane regime of the XXZ spin chain all the way
down to but not including the XY limit [26] also serves as a
physical motivation for this choice. We will find that the study
of the effective theory and the accompanying wave functional
Ψ for such a situation indeed leads to a distinction between
odd and even S ground states.
The same program is carried out for d = 2 in Sec. III. Un-

like in the 1d case, this is performed without having to im-
pose a restriction on the target manifold, since π2(S2) = Z,
which as mentioned before is the homotopy relation central to
the Haldane conjecture for spin chains. By essentially tracing
over the procedure in Sec. II of deriving an effective action
and using it to study the behavior of the ground state, we find
that it leads us to a discrimination between the topological
properties of the S = 2 × odd and S = 2 × even cases. We
will seek additional insight into this problem through the be-
havior of the so-called strange correlator [27] in Sec. IV. We
find that once set in this language, the same Z2 classification
now emerges as a directly consequence of the original (1+1)d
Haldane argument, submitted to a mere renaming of the coor-
dinates. Some of the main features of our findings in Secs. II
and III are listed in Table I.

+2⇡iSQ
⌧x
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A direct generalization of this approach to (3+1)d forces us
to think in terms of an O(4) NLσ model. While the physical
contents of this artificially constructed effective theory is not
straightforward to see, we present arguments in Sec. VA sug-
gesting that it turns out to be a dual representation of the VBS
state on a 3d lattice.

C. Relation/difference with previous work

As a final note before proceeding to the main study, it is
appropriate to briefly remark on and clarify the differences
with work that have some overlap with ours, either in terms of
physical context or technicality.
Ref. [6] suggests an intuitive argument for understanding

in terms of NLσ models how it is that the Z2 classifica-
tion of 1d antiferromagnets, pointed out in Ref. [2], comes
about. Here, one considers a system consisting of two NLσ
models in (1+1)d, each with a theta term. By sweeping the
strength of the interchain interaction, the authors consider
what phases are adiabatically connected to each other with-
out a gap-closing occurring in between (which is confirmed
via a numerical test on coupled spin chains), arriving at the
aforementioned classification. The simplicity of this argu-
ment is appealing, though strictly speaking, it is not totally
clear whether testing numerically for a specific choice of S
will suffice in making a general-S statement. It is also not
evident whether the argument can be generalized to higher di-
mensions.
A Čech cohomology based approach (generally suited to

derive a geometrical quantization) to SPT ground states of
NLσ models with a theta term was set forth in Ref. [28].
While the 1d analysis carried out on the O(3) NLσ model is
of direct relevance to the problem we take up in this paper,
the same scheme as extended to 2d necessarily applies (ow-
ing to homotopical reasons) to the O(4) NLσ model with a
theta term, whose relation with the featureless 2d AKLT-like
state in 2d is unclear. This same effective 2+1d field theory
is also the subject of several other work [4–6], where the in-
terest again is on slightly different physical situations (such as
variants of quantum Hall systems) from that explained in the
previous subsections.
In Ref. [29], a Chern-Simons theory approach is combined

with abelian bosonization to arrive at a Z2 classification for
the specific case of the S = 2 AKLT state on a square lattice.
The method employed, while efficient, is tied to the dimen-
sionality d = 2. It is not straightforward to see whether this
analysis generalizes to 3d.
The focus of the present paper is on the topological proper-

ties of AKLT type ground states as seen through semiclassical
effective field theories. Meanwhile the existence of featureless
SPT phases outside of the AKLT category has been addressed
in Ref. [30]. An important future problem along this interest-
ing line of development would be to seek a field theoretical
description of such states.

II. 1D CASE: PLANAR ANTIFERROMAGNET

For the reason stated in the previous section, we choose
to study the planar limit, and a strong easy-plane anisotropy
will be assumed for this purpose. Furthermore, as we are in-
terested in identifying SPT states, we focus on the integer-S
case, where the system can form a ground state with an en-
ergy gap (the Haldane gap) without having to break transla-
tional symmetry. It will be useful to keep in mind that in the
VBS picture [23], we are concentrating on ground states with
a spatially featureless distribution of the valence bonds (which
requires that S be an integer). Related material, mostly in
the context of magnetization plateau phases, have appeared in
Refs. [31–33]. However it is instructive to reorganize the ar-
gument so as to set the stage for (2+1)d, as many of the crucial
elements arise here in a simpler setting. Unless stated to the
contrary, we use throughout this article the convention ! = 1.

A. Effective action

We begin with the effective action derived by Haldane for
the antiferromagnetic Heisenberg spin chain,

Seff [n(τ, x)] =
1

2g

∫
dτdx

{
(∂τn)

2 + (∂xn)
2
}
+ iΘQτx.

(1)
The first term is the standard O(3) NLσ model. We shall gen-
erally refer to this kind of actions of a nontopological nature
as kinetic terms. For brevity, the spin wave velocity here and
henceforth is set to unity. The remaining term is the topolog-
ical theta term, whose coefficient is Θ ≡ 2πS [17]. Our first
task is to take the planar limit in a manner that will preserve
the relevant topological properties of Seff . In terms of the pla-
nar configuration npl ≡ (cosφ, sinφ, 0), we find, following,
e.g., Ref. [34], that the appropriate modification of (1) turns
out to be of the form

Spl
eff [φ(τ, x)] =

1

2g

∫
dτdx

{
(∂τφ)

2+(∂xφ)
2
}
+iπSQv, (2)

where the quantityQv appearing in the topological term is the
space-time vorticity of the angular field φ, i.e.

Qv =
1

2π

∫
dτdx(∂τ∂x − ∂x∂τ )φ ∈ Z.

While the derivation of the kinetic term is straightforward
and obvious, the topological term perhaps requires clarifica-
tion since, by observing that Qτx = 0 for the planar config-
uration npl(τ, x), one may be lead to expect that topological
terms should be absent from the effective action. To see why
this is not the case, it is best to go back to the fact that the theta
term in Eq. (1) arose as the continuum limit of the summation
over the spin Berry phases at each site [17], i.e.,

Stot
BP = iS

∑

j

(−1)jω[nj(τ)], (3)

where ω is the solid angle subtended by the local n vector.
If we now plug into this equation the planar configuration
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A direct generalization of this approach to (3+1)d forces us
to think in terms of an O(4) NLσ model. While the physical
contents of this artificially constructed effective theory is not
straightforward to see, we present arguments in Sec. VA sug-
gesting that it turns out to be a dual representation of the VBS
state on a 3d lattice.

C. Relation/difference with previous work

As a final note before proceeding to the main study, it is
appropriate to briefly remark on and clarify the differences
with work that have some overlap with ours, either in terms of
physical context or technicality.
Ref. [6] suggests an intuitive argument for understanding

in terms of NLσ models how it is that the Z2 classifica-
tion of 1d antiferromagnets, pointed out in Ref. [2], comes
about. Here, one considers a system consisting of two NLσ
models in (1+1)d, each with a theta term. By sweeping the
strength of the interchain interaction, the authors consider
what phases are adiabatically connected to each other with-
out a gap-closing occurring in between (which is confirmed
via a numerical test on coupled spin chains), arriving at the
aforementioned classification. The simplicity of this argu-
ment is appealing, though strictly speaking, it is not totally
clear whether testing numerically for a specific choice of S
will suffice in making a general-S statement. It is also not
evident whether the argument can be generalized to higher di-
mensions.
A Čech cohomology based approach (generally suited to

derive a geometrical quantization) to SPT ground states of
NLσ models with a theta term was set forth in Ref. [28].
While the 1d analysis carried out on the O(3) NLσ model is
of direct relevance to the problem we take up in this paper,
the same scheme as extended to 2d necessarily applies (ow-
ing to homotopical reasons) to the O(4) NLσ model with a
theta term, whose relation with the featureless 2d AKLT-like
state in 2d is unclear. This same effective 2+1d field theory
is also the subject of several other work [4–6], where the in-
terest again is on slightly different physical situations (such as
variants of quantum Hall systems) from that explained in the
previous subsections.
In Ref. [29], a Chern-Simons theory approach is combined

with abelian bosonization to arrive at a Z2 classification for
the specific case of the S = 2 AKLT state on a square lattice.
The method employed, while efficient, is tied to the dimen-
sionality d = 2. It is not straightforward to see whether this
analysis generalizes to 3d.
The focus of the present paper is on the topological proper-

ties of AKLT type ground states as seen through semiclassical
effective field theories. Meanwhile the existence of featureless
SPT phases outside of the AKLT category has been addressed
in Ref. [30]. An important future problem along this interest-
ing line of development would be to seek a field theoretical
description of such states.

II. 1D CASE: PLANAR ANTIFERROMAGNET

For the reason stated in the previous section, we choose
to study the planar limit, and a strong easy-plane anisotropy
will be assumed for this purpose. Furthermore, as we are in-
terested in identifying SPT states, we focus on the integer-S
case, where the system can form a ground state with an en-
ergy gap (the Haldane gap) without having to break transla-
tional symmetry. It will be useful to keep in mind that in the
VBS picture [23], we are concentrating on ground states with
a spatially featureless distribution of the valence bonds (which
requires that S be an integer). Related material, mostly in
the context of magnetization plateau phases, have appeared in
Refs. [31–33]. However it is instructive to reorganize the ar-
gument so as to set the stage for (2+1)d, as many of the crucial
elements arise here in a simpler setting. Unless stated to the
contrary, we use throughout this article the convention ! = 1.

A. Effective action

We begin with the effective action derived by Haldane for
the antiferromagnetic Heisenberg spin chain,

Seff [n(τ, x)] =
1

2g

∫
dτdx

{
(∂τn)

2 + (∂xn)
2
}
+ iΘQτx.

(1)
The first term is the standard O(3) NLσ model. We shall gen-
erally refer to this kind of actions of a nontopological nature
as kinetic terms. For brevity, the spin wave velocity here and
henceforth is set to unity. The remaining term is the topolog-
ical theta term, whose coefficient is Θ ≡ 2πS [17]. Our first
task is to take the planar limit in a manner that will preserve
the relevant topological properties of Seff . In terms of the pla-
nar configuration npl ≡ (cosφ, sinφ, 0), we find, following,
e.g., Ref. [34], that the appropriate modification of (1) turns
out to be of the form

Spl
eff [φ(τ, x)] =

1

2g

∫
dτdx

{
(∂τφ)

2+(∂xφ)
2
}
+iπSQv, (2)

where the quantityQv appearing in the topological term is the
space-time vorticity of the angular field φ, i.e.

Qv =
1

2π

∫
dτdx(∂τ∂x − ∂x∂τ )φ ∈ Z.

While the derivation of the kinetic term is straightforward
and obvious, the topological term perhaps requires clarifica-
tion since, by observing that Qτx = 0 for the planar config-
uration npl(τ, x), one may be lead to expect that topological
terms should be absent from the effective action. To see why
this is not the case, it is best to go back to the fact that the theta
term in Eq. (1) arose as the continuum limit of the summation
over the spin Berry phases at each site [17], i.e.,

Stot
BP = iS

∑

j

(−1)jω[nj(τ)], (3)

where ω is the solid angle subtended by the local n vector.
If we now plug into this equation the planar configuration
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FIG. 1: (Color online) (a) The rewriting, following Ref. [34], of the
staggered summation over planar spin Berry phases (3) into the net
space-time vorticity (4). The directions of the vertical arrows on the
temporal links account for the staggering of the Berry phases. Each
arrow contributes to the action the piece iS(−1)j∆τφ. The auxiliary
horizontal arrows on the spatial links stand for ±iS∆xφ. (b) An
illustration depicting how space-time vortices induce a discontinuous
jump (i.e., a phase slip) in the winding number (9) associated with
the snapshot configuration.

npl(τ, x), and introduce an auxiliary discretized space-time
grid [34], we have, with the aid of Fig. 1,

Stot
BP =iS

∑

j

(−1)j
∫

dτ∂τφj(τ)

=i2πS
∑

j̄

Yj̄Qv(j̄). (4)

The second line is a rewriting into a summation over spatial
links (labeled by index j̄), whereQv(j̄) is the space-time vor-
ticity associated with the j̄-th link, and the weight Yj̄ = 1 if
j̄ is odd while Yj̄ = 0 if j̄ is even (Fig. 1(a)). Since only
the odd links contribute to the total Berry phase, taking the
continuum limit involves the insertion of a factor 1/2 upon
converting summations to integrals (or equivalently we may
assign to every link the average weight of ⟨Y ⟩ = 1/2), and
we arrive at

Stot
BP = i2πS⟨Y ⟩Qv = iπSQv, (5)

as claimed.

B. Edge states

A noteworthy fact utilized in the following is that the theta
term action as written in the CP1 representation [23],

SΘ = i
Θ

2π

∫
dτdx(∂τax − ∂xaτ ) (Θ = 2πS), (6)

continues to be valid even in the planar limit, as opposed to
that in the O(3) representation whose naive use breaks down
in this limit as mentioned above. (A brief summary of the
CP1 framework is provided in the next section.) This can
be checked by substituting aµ = ∂µφ/2, a legitimate gauge
choice for the CP1 connection corresponding to npl, into (6),
and seeing that it reproduces the correct topological term (5).
Manifestly being a total derivative, the action (6) gives rise to

surface terms for an open space-time manifold. With an open
boundary condition in the spatial direction, it generates at the
two spatial edges the actions

Sedge = ±iS

∫
dτaτ , (7)

where the plus/minus sign below corresponds to the surface
contributions at the right/left edge of the 1d system. Noting
that these are just half the Berry phase actions of isolated spin
S objects, we see that for integer S, (7) describes the spin
Berry phase associated with the fractional spin-S/2 objects
that appear at the open ends of spin chains in the Haldane gap
state [35].

C. Ground state wave functional

For our purpose of investigating the bulk ground state prop-
erties, we suppress the above edge state effects by imposing
a spatial periodic boundary condition. However, a surface
term in the temporal (imaginary time) direction, inheriting the
“fractionalized” nature exhibited by its spatial counterpart (7)
will now play a governing role. This becomes evident when
we incorporate the functional integral representation of the
ground state wave functional [5],

Ψ [φ(x)] =

∫ φ(x)

φi(x)
Dφ(τ, x)e−Spl

eff [φ(τ,x)],

where the Feynman sum extends over all paths for which
the initial configuration φi(x) evolves into φ(x) at the ter-
minal imaginary time. The duration of the evolution should
be sufficiently long so that the system will project onto the
ground state. The surface contribution turns out to depend
solely on the topology of the fixed final configuration φ(x)
and may therefore be placed outside of the functional integral
sign [5, 31], which is analogous to decomposing the parti-
tion function for a theory including a theta term into topolog-
ical sectors, each weighted with an overall phase factor [36].
Thus, up to the factor deriving from the kinetic (nontopologi-
cal) term, we obtain

Ψ[φ(x)] ∝ e−iπSQx = (−1)SQx , (8)

where

Qx ≡ 1

2π

∫

pbc
dx∂xφ(x) ∈ Z (9)

is the winding number associated with the snapshot configu-
ration at the final time. Hence, for the odd S case the ground
state wave functional is sensitive to the parity (i.e., even/odd)
ofQx, whereas for even S, it is insensitive to the global topol-
ogy of the configuration.

D. Dual theory

Further information pertaining to the distinction between
the two cases comes from submitting the action (2) to a stan-
dard boson-vortex duality transformation. When combined
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we arrive at the 2d counterpart of (2),

S2d
eff =

1

2K

∫
dτd2r(ϵµνλ∂νaλ)

2 + i
πS

2
Qtot

mon

=

∫
dτd2r

{ 1

2K
(ϵµνλ∂νaλ)

2 + i
S

4
ϵµνλ∂µ∂νaλ

}
,

(15)

whereK is a nonuniversal coupling constant.

B. Edge states

As was the case for the vortex Berry phase term in 1d, the
monopole Berry phase term of (15) is a total derivative, and
will give rise to surface terms at open boundaries. First, in
order to extract Berry phases related to possible edge states,
we impose periodic boundary conditions in the τ and x direc-
tions, and an open boundary condition in the y direction. At
the two open surfaces which are both lines running in the x
direction, we pick up the surface terms,

Sy-edge = ±i
S

4

∫
dτdx(∂τax − ∂xaτ ) = ±i

πS

2
Qτx, (16)

where the plus and minus sign is each associated with the up-
per and lower edge of the 2d system. When S is 2 times an
odd number (S = 2, 6, 10, . . .) the surface actions coincide
with the theta term in (1) with Θ = π (mod 2π), which de-
scribes massless spin chains. When S is an integer multiple of
4 (S = 4, 8, . . .), Eq. (16) corresponds to Θ = 0 (mod 2π),
for which (1) describes massive spin chains. It is also clear
that the same surface Berry phase terms arise at the x edges
with the roles of x and y interchanged if we assume an open
boundary condition in the x direction. We will come back to
these edge states toward the end of this section.

C. Ground state wave functional

We turn next to the ground state wave functional. Proceed-
ing exactly as in 1d, we find, up to factors coming from kinetic
terms,

Ψ[n(r)] =

∫ n(r)

ni(r)
Dn(τ, r)e−S2d

eff

∝e−iπS
2 Qxy = (−1)

S
2 Qxy , (17)

As in the previous 1d discussion, this clearly is suggestive of a
Z2 classification: the sign of the wave functional is sensitive to
the parity of the snapshot skyrmion number Qxy when S ≡ 2
(mod 4), while this sensitivity to topology is absent for the
case S ≡ 4 (mod 4).

D. Dual theory

To look into this distinction more closely, we recast the
QED-like effective action (15) into a dual theory describing

a monopole condensate, along the lines of Ref. [41]. We
first observe that standard duality transformation techniques
can be applied to (15) to extract a Lagrangian density for the
monopole charge density ρmon ≡ 1

2π ϵµνλ∂µ∂νaλ consisting
of a Coulombic and a Berry phase term,

Ldual =
2π2

K
ρmon

1

−∂2 ρmon + i
πS

2
ρmon.

Decoupling the first term by the introduction of an auxil-
iary scalar field ϕ, this can also be written as L′

dual =
K
8π2 (∂µϕ)2 + i(πS2 − ϕ), which has a form suitable for per-
forming a small fugacity (dilute gas) expansion [41]. Restrict-
ing to excitations with monopole charges ±1, we arrive at the
effective monopole field theory

Lmon =
K

8π2
(∂µϕ)

2 + 2z cos(ϕ− πS

2
), (18)

where, as expected, the two cases S ≡ 2 (mod 4) and S ≡ 4
(mod 4) clearly correspond to different ground states when
the cosine term is dominant and is optimized.

E. Symmetry protection

To proceed to the symmetry-protection aspect of the ground
state, we reflect on how we had treated the corresponding
problem for the 1d planar antiferromagnet and follow the
route that it suggests. The key lied in viewing our O(2) Berry
phase term (5) as the anisotropic limit of a theta term for
an underlying O(3) field theory, where the planar spins were
competing with a third, out-of-plane component. Turning on
and varying the strength of an external field linearly coupled
to the third component therefore enabled us to continuously
change the norm of the planar spin, and hence the Berry phase
that the spin motion sweeps out. This in turn allowed the
system to interpolate smoothly, without encountering a gap
closing, between the two ground states which had exhibited
topologically distinct behaviors in the absence of the external
field.
For the 2d O(3) problem, we will argue that the “underly-

ing theory” with a larger symmetry, in which an appropriate
anisotropic limit will be taken afterwards, takes the form of
two interrelated copies of O(4) NLσ models with theta terms.
Though the details become slightly more involved, the chain
of logic remains essentially the same as before.
Our starting point is to view the Berry phase term (14),

which was derived on the basis of the O(3) NLσ model de-
scription of antiferromagnets, as having descended from a the-
ory of competing orders between antiferromagnetic and VBS
orders. In two dimensions, this theory can be conveniently ex-
pressed [42] in the framework of the O(5) NLσ model with a
Wess-Zumino (WZ) term,

S =

∫
dτd2r

1

2g
(∂µn)

2 + SWZ, (19)

where n = t(n1, . . . , n5) is now a five component unit vector
with the first three components representing the antiferromag-
netic order while n4 and n5 stand for the dimer order in the
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FIG. 2: (Color online) The spatial distribution of the weight Yj̄ enter-
ing (via eq.(13)) the Berry phases associated with monopoles resid-
ing on the dual sites j̄ (i.e., the center of the plaquettes of the direct
lattice). Each plaquette is assigned a sublattice index (A, B, C, D) co-
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of this paragraph, i.e., that the site centered inversion symme-
try is not a protecting symmetry of the present SPT phase,
since breaking that symmetry failed to provide a smoothly
connecting path in parameter space between topological and
trivial states. In contrast, we will see in the following sections
that bond alternation enters in a much more essential way into
the discussion of symmetry protection of antiferromagnets in
higher dimensions. We will return to this issue in Sec. VB.

III. 2D ANTIFERROMAGNET

A. Effective action

The 2d case proceeds via a step-by-step analogy with the
preceding 1d problem. Our first task will be to identify the ap-
propriate 2d counterpart of the action (2), from which we can
salvage surface terms dictating the behavior of spatial edge
states (if any) and the ground state wave function.
We start by considering the possible spatial patterns of the

VBS states that can be formed on a square lattice. Clearly
this has a strong S-dependence, and in particular, a spatially
featureless VBS state can form only if S is even integer. Since
a gapped system which has the latter as its ground state is the
direct extension (in VBS language) of a 1d antiferromagnet
with a Haldane gap, we will focus in this section on the even
S case.
Meanwhile in the field theory approach, it is widely known

that when only smoothly varying configurations are consid-
ered, the action derived for the square lattice Heisenberg
model contains no topological terms [22]. The situation
changes drastically once we allow for singular configurations,
whose contribution becomes significant in the paramagnetic
(strong coupling) phase. Berry-phase terms associated with
space-time monopoles will then come into play, giving rise to
S-dependent quantum effects that are in complete agreement
with the VBS picture [17, 18, 39]. These monopoles are the 2d
analogs of the space-time vortices from the previous section,
and will be of our main concern here.
A monopole in this context is an event centered at a dual

site (denoted below as j̄), where quantum tunneling occurs

between instantaneous configurations characterized by differ-
ent skyrmion numbers

Qxy =
1

4π

∫
dxdyn · ∂xn× ∂yn ∈ Z.

The monopole charge Qmon(j̄) ∈ Z is the number by which
Qxy changes between two time slices enclosing a monopole
event. Haldane noted that Qmon(j̄) can also be viewed as the
vorticity (associated with the plaquette to which j̄ belongs) of
the solid angle ω[n(τ, r)], where the latter quantity is traced
out on the unit sphere S2 by the image of the unit vector n(r)
evolving in imaginary time (r is a lattice site). This alterna-
tive view allows one to easily evaluate the Berry phase left be-
hind by each monopole event. To explicitly write down such
a Berry phase action, we break up the system into four sublat-
tices (see Fig. 2(a)). This term then reads [17]

SBP = i4πS
∑

j̄

Yj̄Qmon(j̄), (13)

where the summation is taken with respect to dual sites, and
the weight Yj̄ assumes one of the four values 0, 1/4, 1/2, 3/4
depending on which sublattice the dual site j̄ is associated
with (Fig. 2). (We can associate a dual site with the sublattice
to which the nearest direct site to its southwest, say, belongs.)
It is readily seen that a uniform shift of all Yj̄’s by −1/4

has no physical consequences when S is an even integer. We
thus take advantage of this shift invariance so as to present our
results below in the most convenient (but otherwise equiva-
lent) form. To this end, we “block-transform” the lattice into
an array of enlarged two by two cells (in units of the lattice
constant), each consisting of four plaquettes. In going to the
continuum limit, we mimic the procedure of the previous sec-
tion and replace the shifted weights Ỹj̄ = Yj̄ − 1/4 with its
spatial average ⟨Ỹ ⟩ = 1/8 taken among the four plaquettes
within the cells. This coarse graining leads us to

SBP
cont.
= i4πS⟨Ỹ ⟩Qtot

mon = i
S

4

∫
dτd2rϵµνλ∂µ∂νaλ, (14)

where in the final form the total monopole charge Qtot
mon was

written using the CP1 representation. We remind the reader
that in the latter language, the vector n is traded for a unit-
norm two-component spinor z (satisfying z†z = 1) via the
relation n = z† σ

2 z, where σ = t(σx,σy,σz) are the Pauli
matrices. The U(1) connection is defined as aµ = iz†∂µz,
and we have used the identity

1

4π
n · ∂µn× ∂νn =

1

2π
(∂µaν − ∂νaµ).

Having determined the topological term, we turn our attention
to the kinetic part of the action. A suitable point of departure
for studying topological effects in 2d antiferromagnet is the
lattice QED action [34, 40], which may be regarded as having
arisen from the NLσ model by incorporating quantum effects.
In the continuum limit, this action simply takes the form of a
Maxwellian term (∝ f2

µν). Combining the two contributions,
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FIG. 2: (Color online) The spatial distribution of the weight Yj̄ enter-
ing (via eq.(13)) the Berry phases associated with monopoles resid-
ing on the dual sites j̄ (i.e., the center of the plaquettes of the direct
lattice). Each plaquette is assigned a sublattice index (A, B, C, D) co-
inciding with that of the vertex to the southwest of the center (dashed
lines).

of this paragraph, i.e., that the site centered inversion symme-
try is not a protecting symmetry of the present SPT phase,
since breaking that symmetry failed to provide a smoothly
connecting path in parameter space between topological and
trivial states. In contrast, we will see in the following sections
that bond alternation enters in a much more essential way into
the discussion of symmetry protection of antiferromagnets in
higher dimensions. We will return to this issue in Sec. VB.

III. 2D ANTIFERROMAGNET

A. Effective action

The 2d case proceeds via a step-by-step analogy with the
preceding 1d problem. Our first task will be to identify the ap-
propriate 2d counterpart of the action (2), from which we can
salvage surface terms dictating the behavior of spatial edge
states (if any) and the ground state wave function.
We start by considering the possible spatial patterns of the

VBS states that can be formed on a square lattice. Clearly
this has a strong S-dependence, and in particular, a spatially
featureless VBS state can form only if S is even integer. Since
a gapped system which has the latter as its ground state is the
direct extension (in VBS language) of a 1d antiferromagnet
with a Haldane gap, we will focus in this section on the even
S case.
Meanwhile in the field theory approach, it is widely known

that when only smoothly varying configurations are consid-
ered, the action derived for the square lattice Heisenberg
model contains no topological terms [22]. The situation
changes drastically once we allow for singular configurations,
whose contribution becomes significant in the paramagnetic
(strong coupling) phase. Berry-phase terms associated with
space-time monopoles will then come into play, giving rise to
S-dependent quantum effects that are in complete agreement
with the VBS picture [17, 18, 39]. These monopoles are the 2d
analogs of the space-time vortices from the previous section,
and will be of our main concern here.
A monopole in this context is an event centered at a dual

site (denoted below as j̄), where quantum tunneling occurs

between instantaneous configurations characterized by differ-
ent skyrmion numbers

Qxy =
1

4π

∫
dxdyn · ∂xn× ∂yn ∈ Z.

The monopole charge Qmon(j̄) ∈ Z is the number by which
Qxy changes between two time slices enclosing a monopole
event. Haldane noted that Qmon(j̄) can also be viewed as the
vorticity (associated with the plaquette to which j̄ belongs) of
the solid angle ω[n(τ, r)], where the latter quantity is traced
out on the unit sphere S2 by the image of the unit vector n(r)
evolving in imaginary time (r is a lattice site). This alterna-
tive view allows one to easily evaluate the Berry phase left be-
hind by each monopole event. To explicitly write down such
a Berry phase action, we break up the system into four sublat-
tices (see Fig. 2(a)). This term then reads [17]

SBP = i4πS
∑

j̄

Yj̄Qmon(j̄), (13)

where the summation is taken with respect to dual sites, and
the weight Yj̄ assumes one of the four values 0, 1/4, 1/2, 3/4
depending on which sublattice the dual site j̄ is associated
with (Fig. 2). (We can associate a dual site with the sublattice
to which the nearest direct site to its southwest, say, belongs.)
It is readily seen that a uniform shift of all Yj̄’s by −1/4

has no physical consequences when S is an even integer. We
thus take advantage of this shift invariance so as to present our
results below in the most convenient (but otherwise equiva-
lent) form. To this end, we “block-transform” the lattice into
an array of enlarged two by two cells (in units of the lattice
constant), each consisting of four plaquettes. In going to the
continuum limit, we mimic the procedure of the previous sec-
tion and replace the shifted weights Ỹj̄ = Yj̄ − 1/4 with its
spatial average ⟨Ỹ ⟩ = 1/8 taken among the four plaquettes
within the cells. This coarse graining leads us to

SBP
cont.
= i4πS⟨Ỹ ⟩Qtot

mon = i
S

4

∫
dτd2rϵµνλ∂µ∂νaλ, (14)

where in the final form the total monopole charge Qtot
mon was

written using the CP1 representation. We remind the reader
that in the latter language, the vector n is traded for a unit-
norm two-component spinor z (satisfying z†z = 1) via the
relation n = z† σ

2 z, where σ = t(σx,σy,σz) are the Pauli
matrices. The U(1) connection is defined as aµ = iz†∂µz,
and we have used the identity

1

4π
n · ∂µn× ∂νn =

1

2π
(∂µaν − ∂νaµ).

Having determined the topological term, we turn our attention
to the kinetic part of the action. A suitable point of departure
for studying topological effects in 2d antiferromagnet is the
lattice QED action [34, 40], which may be regarded as having
arisen from the NLσ model by incorporating quantum effects.
In the continuum limit, this action simply takes the form of a
Maxwellian term (∝ f2

µν). Combining the two contributions,
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we arrive at the 2d counterpart of (2),

S2d
eff =

1

2K

∫
dτd2r(ϵµνλ∂νaλ)

2 + i
πS

2
Qtot

mon

=

∫
dτd2r

{ 1

2K
(ϵµνλ∂νaλ)

2 + i
S

4
ϵµνλ∂µ∂νaλ

}
,

(15)

whereK is a nonuniversal coupling constant.

B. Edge states

As was the case for the vortex Berry phase term in 1d, the
monopole Berry phase term of (15) is a total derivative, and
will give rise to surface terms at open boundaries. First, in
order to extract Berry phases related to possible edge states,
we impose periodic boundary conditions in the τ and x direc-
tions, and an open boundary condition in the y direction. At
the two open surfaces which are both lines running in the x
direction, we pick up the surface terms,

Sy-edge = ±i
S

4

∫
dτdx(∂τax − ∂xaτ ) = ±i

πS

2
Qτx, (16)

where the plus and minus sign is each associated with the up-
per and lower edge of the 2d system. When S is 2 times an
odd number (S = 2, 6, 10, . . .) the surface actions coincide
with the theta term in (1) with Θ = π (mod 2π), which de-
scribes massless spin chains. When S is an integer multiple of
4 (S = 4, 8, . . .), Eq. (16) corresponds to Θ = 0 (mod 2π),
for which (1) describes massive spin chains. It is also clear
that the same surface Berry phase terms arise at the x edges
with the roles of x and y interchanged if we assume an open
boundary condition in the x direction. We will come back to
these edge states toward the end of this section.

C. Ground state wave functional

We turn next to the ground state wave functional. Proceed-
ing exactly as in 1d, we find, up to factors coming from kinetic
terms,

Ψ[n(r)] =

∫ n(r)

ni(r)
Dn(τ, r)e−S2d

eff

∝e−iπS
2 Qxy = (−1)

S
2 Qxy , (17)

As in the previous 1d discussion, this clearly is suggestive of a
Z2 classification: the sign of the wave functional is sensitive to
the parity of the snapshot skyrmion number Qxy when S ≡ 2
(mod 4), while this sensitivity to topology is absent for the
case S ≡ 4 (mod 4).

D. Dual theory

To look into this distinction more closely, we recast the
QED-like effective action (15) into a dual theory describing

a monopole condensate, along the lines of Ref. [41]. We
first observe that standard duality transformation techniques
can be applied to (15) to extract a Lagrangian density for the
monopole charge density ρmon ≡ 1

2π ϵµνλ∂µ∂νaλ consisting
of a Coulombic and a Berry phase term,

Ldual =
2π2

K
ρmon

1

−∂2 ρmon + i
πS

2
ρmon.

Decoupling the first term by the introduction of an auxil-
iary scalar field ϕ, this can also be written as L′

dual =
K
8π2 (∂µϕ)2 + i(πS2 − ϕ), which has a form suitable for per-
forming a small fugacity (dilute gas) expansion [41]. Restrict-
ing to excitations with monopole charges ±1, we arrive at the
effective monopole field theory

Lmon =
K

8π2
(∂µϕ)

2 + 2z cos(ϕ− πS

2
), (18)

where, as expected, the two cases S ≡ 2 (mod 4) and S ≡ 4
(mod 4) clearly correspond to different ground states when
the cosine term is dominant and is optimized.

E. Symmetry protection

To proceed to the symmetry-protection aspect of the ground
state, we reflect on how we had treated the corresponding
problem for the 1d planar antiferromagnet and follow the
route that it suggests. The key lied in viewing our O(2) Berry
phase term (5) as the anisotropic limit of a theta term for
an underlying O(3) field theory, where the planar spins were
competing with a third, out-of-plane component. Turning on
and varying the strength of an external field linearly coupled
to the third component therefore enabled us to continuously
change the norm of the planar spin, and hence the Berry phase
that the spin motion sweeps out. This in turn allowed the
system to interpolate smoothly, without encountering a gap
closing, between the two ground states which had exhibited
topologically distinct behaviors in the absence of the external
field.
For the 2d O(3) problem, we will argue that the “underly-

ing theory” with a larger symmetry, in which an appropriate
anisotropic limit will be taken afterwards, takes the form of
two interrelated copies of O(4) NLσ models with theta terms.
Though the details become slightly more involved, the chain
of logic remains essentially the same as before.
Our starting point is to view the Berry phase term (14),

which was derived on the basis of the O(3) NLσ model de-
scription of antiferromagnets, as having descended from a the-
ory of competing orders between antiferromagnetic and VBS
orders. In two dimensions, this theory can be conveniently ex-
pressed [42] in the framework of the O(5) NLσ model with a
Wess-Zumino (WZ) term,

S =

∫
dτd2r

1

2g
(∂µn)

2 + SWZ, (19)

where n = t(n1, . . . , n5) is now a five component unit vector
with the first three components representing the antiferromag-
netic order while n4 and n5 stand for the dimer order in the
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The path integral approach


Integrate out short ranged fields to get the 

effective action for the Goldstone field :


Berry phase term


2

plateau condition to read

N

(

1−
δ

2S

)

(S ±m) ∈ Z. (2)

The Section VI presents an application of the formal-
ism to a doped spin-3/2 chain, and compares the results
with those obtained numerically by DMRG.
In Section VII, we discuss the plateau condition for

a doped n-leg ladders and p-merized chains, with and
without doping.
In Section VIII, we present the results for a trimerized

chain, and compare with DMRG results.
Finally, in Section IX we present the conclusions, pos-

sible implications and extensions of the present approach
to higher dimensions.

II. ANISOTROPIC SPIN CHAIN IN A
MAGNETIC FIELD

In this Section, we study the spin-S nearest-neighbor
antiferromagnetic (AF) chain with easy-plane single-ion
anisotropy, subject to a transverse magnetic field:

H = J
∑

j

S⃗j · S⃗j+1 +D
∑

j

(Sz
j )

2 − h
∑

j

S
z
j , (3)

where J is positive, and the magnetic field h points in
the z direction, as shown in the Fig. 1.
Following the Ref. 14, we analyze the system using the

coherent-state path integral description due to Haldane1.
The resulting effective action comprises two terms: the
first one is the coherent-state expectation value of the
Hamiltonian, and the second one, dubbed the Berry
phase term, corresponds to the solid angle swept by the
spins in their imaginary time evolution.
In order to obtain an effective theory, first, we iden-

tify the classical ground-state configuration and the low-
energy modes above it. Partially polarized by the mag-
netic field, the spins form a canted texture, that we
parametrize as S⃗j = Sn⃗j, with n⃗j being a unit vector
with staggered XY components (φj =

π
a
xj):

S⃗j = (S sin θj cosφj , S sin θj sinφj , S cos θj) . (4)

We parametrize the fluctuations around the above
canted state as per

φj →
π

a
xj + φ(xj) θj → θ0 + δθ(xj), (5)

where θ0 is the classical ground state solution cos θ0 =
h

2S(2J+D) and xj = aj, with a the lattice constant.
Expanding up to the second order in the δθ, we can

write S±
j = Sx

j ± iSy
j as a function of δθ(xj) and φ(xj)

and, using these fluctuation fields, we write an effective
theory. If we calculate the Poisson Brackets {Sz, S±}φ,δθ,
we obtain i!{Sz, S±}φ,δθ = −S(sin θ0−δθ cos θ0) (±!S±)
then is straightforward to see that defining

aΠ(xj) = −S

[

δθ(xj) sin θ0 +
1

2
(δθ(xj))

2 cos θ0

]

(6)

h
θ

FIG. 1. Classical configuration for a spin chain in the presence
of a magnetic field.

as the conjugate field of φ we have the correct commuta-
tion relations for the spin operators

Sz
j ≃ S cos θ0 + aΠ(xj) (7)

S±
j ≃ (−1)je±iφ(xj)

[

S sin θ0 −
am

S sin θ0
Π(xj) (8)

−
a2

2

S2

S2 −m2

1

S sin θ0
Π2(xj)

]

,

where m = S cos θ0.
Following the Ref. 14, one arrives at the low-energy

continuous effective action, corresponding to the Hamil-
tonian (3):

S=

∫

dxdτ
{

a (2J +D)Π2−i(∂τφ)Π

+
J

2
a(S2 −m2)(∂xφ)

2 + i

(

S −m

a

)

(∂τφ)

}

. (9)

The last term in right hand side of the Eq. (9) arises from
the Berry phase of the individual spins in the Eq. (3).
After gaussian integration over the field Π, the action
(9) takes the form

S=

∫

dxdτ

{

Kτ

2
(∂τφ)

2+
Kx

2
(∂xφ)

2+i

(

S −m
a

)

(∂τφ)

}

(10)

with

Kτ =
1

2a (2J +D)
Kx = Ja(S2 −m2). (11)

The last term in (10) counts the winding number of
the space-time history of the field φ, defined on a cover-
ing space of a circle. In order to understand the con-
sequences of the topological term, it is convenient to
apply a standard duality transformation to the action.
First, the phase field φ is written as φ = φv + φt, where
φv is a fixed field configuration containing all the vor-
tices (∂µ∂ν − ∂ν∂µ)φv ̸= 0, and φt contains the fluctu-
ating vortex-free part. Next, we introduce the Hubbard-
Stratonovich auxiliary vector field Jµ = (Jτ , Jx), and
integrating by parts we obtain

S =

∫

dxdτ

{

i

(

Jτ +

(

S −m

a

))

(∂τφv)

+ iJx(∂xφv) +
1

2

J2
τ

Kτ
+

1

2

J2
x

Kx
(12)

− i

[

∂τ

(

Jτ +

(

S −m

a

))

+ ∂xJx

]

φt

}

.
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Coupling to (Chern) Charge degrees of freedom





















Then, extend the study to the presence of moving 
holes
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Coupling to (Chern) Charge degrees of freedom











Doped electrons feel an effective flux of ± π per 
plaquette  
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Coupling to (Chern) Charge degrees of freedom












Dirac-like dispersion relation at half filling for 
the electrons
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Coupling to (Chern) Charge degrees of freedom











Effective action for the charge in the 
continuum :


Add dimerization to gap the charge degrees 
of freedom




Integrate out these “harmless” degrees of freedom 
and get an effective action for the spin sector
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Coupling to (Chern) Charge degrees of freedom




Effective action for the spin sector : Dual vortex 
theory


New contribution to the Berry phase term :
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Coupling to (Chern) Charge degrees of freedom
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Coupling to (Chern) Charge degrees of freedom





Find a microscopic model where the vortex 
condensation is possible





 This would realize the equivalent of a QHE state 
in the spin sector







This scenario is expected to reproduce when 
coupling to a generic Chern insulator


Laboratoire de Physique Théorique 

Perspectives: in search of a chiral plateau state
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