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0- Brief reminder about 


 Dirac and Weyl equations 



in high-energy physics 



Dirac equation (1928)
Wave-equation for relativistic et quantum particle (electron)

2.1. Dirac equation for massive fermions

Dirac introduced his famous equation as the simplest relativistic wave-equation describing a free electron
in a 3+1 space-time continuum. He realized that the equation has to be first-order in the time-derivative:
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in order to ensure the interpretation of the wave function  (r, t) as a probability amplitude [?]. Then
Lorentz invariance implies that space-derivatives @r = (@
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) should appear at the same order (as the
time derivative) suggesting the combination:

HD = �i~c↵i@i + �mc2, (4)

where ↵i and � are ”some coe�cients”, and the summation over three space directions (i = 1, 2, 3) is implied.
The mass of the particle m, the speed of light c, and the reduced Planck constant ~ = h/2⇡ are introduced
in such a way that ↵i and � are dimensionless objects.

Applying twice the Hamiltonian HD on a plane wave  ' ei(p.r�Et)/~ leads to the correct relativistic
wave equation:

E2 = p2c2 + m2c4, (5)

provided the ”coe�cients” ↵i and � obey the following algebra:

↵2

i = �2 = 1, {↵i, �} = 0, {↵i, ↵j} = 2�ij . (6)

The Pauli matrices

�
1

=

0

@0 1

1 0

1

A , �
2

=

0

@0 �i

i 0

1

A , �
3

=

0

@1 0

0 �1

1

A , (7)

which were introduced originally in order to describe the spin of the electron, satisfy this algebra. Nevertheless
there are only (22 � 1)/2 = 3 Pauli matrices, whereas 4 anticommuting matrices are needed in 3+1 space-
time: one for each space dimension and one for the mass. Hence Pauli matrices are not su�cient and it is
necessary to use a higher representation consisting in four by four matrices. This is provided for instance by
the so-called ordinary (or standard) representation defined by the following matrices:
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which are here expressed in terms of tensor products between Pauli matrices �i and ⌧i. Alternatively the
Dirac equation can be written in the covariant form:

(i�µ@µ � m) = 0, (9)

using the Dirac matrices �µ = (�, �↵i) and units where ~ = c = 1. The gamma matrices satisfy the Cli↵ord
algebra:

{�µ, �⌫} = 2⌘µ⌫ , (10)

where ⌘µ⌫ is the Minkowski metric tensor (⌘00 = �⌘ii = 1). Therefore the gamma matrices in the ordinary
representation read:
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Rashba-controlled backscattering along an interacting helical edge

(Dated: November 12, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe

the QSH edge state physics, it should be desirable to G1 = g e
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2.1. Dirac equation for massive fermions

Dirac introduced his famous equation as the simplest relativistic wave-equation describing a free electron
in a 3+1 space-time continuum. He realized that the equation has to be first-order in the time-derivative:
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Clifford algebra

2.1. Dirac equation for massive fermions

Dirac introduced his famous equation as the simplest relativistic wave-equation describing a free electron
in a 3+1 space-time continuum. He realized that the equation has to be first-order in the time-derivative:
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Dirac matrices (4x4): 15 matrices (more than needed) 

Implies 4 components wave-functions: spin x particle/antiparticle

Coefficients must be Hermitian anti-commuting matrices squaring to 
identity 
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Pauli matrices (2x2): only 3 matrices which is not enough in 3D for a 
massive particle, but is enough for a massless particle



Dirac and Weyl equations (1928)

Electron’s spin is tied  
to its orbital motion

Rashba-controlled backscattering along an interacting helical edge

(Dated: October 15, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe
the QSH edge state physics, it should be desirable to
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At low velocity, one gets the non relativistic Schrödinger equation and the 
spin gets decoupled from the motion up to small corrective spin-orbit terms 



I- Graphene:


Massless Dirac fermions



Graphene: Dirac-like equation

Carbon is a light element: spin-orbit  coupling is weak 
                                          spin is basically decoupled from motion

Graphene has a particular lattice structure which leads to an additional 
internal degree of freedom: the sublattice isospin.  

Low energy electrons are described by a « Dirac-like » equation.

It turns out that this sublattice isospin is tied to electronic motion.

But:



Graphene: honeycomb structure
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Atomic monolayer

2 sites/unit cell: 2 sublattices: A et B

dC�C = 0.142 nm

3 sp2 bondings + 1 pz  orbital per atom

Bloch wave-function:

2 STRUCTURES DE BANDES ÉLECTRONIQUES 4

gaz d’électrons libres légèrement perturbé, la méthode des liaisons fortes prend les diffé-
rentes orbitales atomiques comme point de départ pour expliquer la formation de bandes
d’énergies [2]. En couche externe n = 2, chaque atome de carbone possèdent 4 orbitales,
2s et 2p

x,y,z

, qui s’hybrident en sp2 pour former les trois liens covalents très rigides de la
structure en nid d’abeille, laissant une orbitale 2p

z

pointer perpendiculairement au plan de
graphène. On s’intéresse aux bandes formées par l’hybridation de ces orbitales atomiques
2p

z

du graphène. Comme il y a 2 atomes par maille (de type A et B respectivement), la
fonction d’onde de Bloch d’un électron peut s’écrire comme la superposition [3],[4]
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(Fig.1). Les amplitudes complexes a
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sont donc associées aux sous-réseaux A et B, et N désigne le nombre total de mailles
élémentaires dans l’échantillon.

En projetant l’équation de Schrödinger H
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où t = 2.7eV est l’intégrale de transfert entre deux atomes voisins, et :
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On a retenu uniquement des sauts entre atomes plus proches voisins, et on a supposé les
orbitales de sites premiers voisins orthogonales (intégrales de recouvrement nulles). Pour le

graphène, on peut prendre E
A

= E
B

= 0 comme origine des énergies. La diagonalisation
de l’hamiltonien H
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permet alors d’obtenir la relation de dispersion suivante :
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La représentation graphique de l’Eq.(5) permet de visualiser la structure de bande du gra-
phène (Fig.2). Les valeurs propres positives représentent la Bande de Conduction (BC) et
les valeurs propres négatives la Bande de Valence (BV). On remarque que la BV et la BC
se touchent en six points appelés " points de Dirac " situés aux coins de la première zone
de Brillouin. Le graphène est donc un semi-métal à gap nul (E

g

= 0). En fait, il n’y a
que 2 points physiquement différents ~K et ~K 0 (les autres points s’en déduisent par des
translations du réseau réciproque).

Pour obtenir la position de ces points, on écrit que l’énergie est nulle, soit |�
~

k

| = 0, ce
qui conduit à :

~k = ± ~K = ±4⇡

3a
~e
x

(6)

qui correspond aux points ~K et ~K 0
= � ~K , définis comme les points d’extrémités de la

zone de Brillouin.

internal degree of freedom: sub lattice isospin (ak, bk)



Tight-binding (TB) model
Schrödinger equation + projections on A and B orbitals
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TB Hamiltonian in real space (only nearest neighbors hopping terms)

H0 = �t
X

~R,~�↵

c†B(
~R)cA(~R+ ~�↵) +H.c. t = 2.7 eV

with:

�t =

Z
d3r �⇤(~r � ~RA � ~�

3

)(V (~r)� V
ato

(~r � ~RB))�(~r � ~RB)



Diagonalization
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Electronic structure

where we have defined the effective NNN hopping amplitude
t0NNN ! tNNN " st and omitted the unimportant constant
"3tNNN in the second step. Therefore, the overlap corrections
simply yield a renormalization of the NNN hopping ampli-
tudes. The hopping amplitudes may be determined by fitting
the energy dispersion (21) obtained within the tight-binding
approximation to those calculated numerically in more so-
phisticated band-structure calculations (Partoens and Peeters,
2006) or to spectroscopic measurements (Mucha-Kruczyński
et al., 2008). These yield a value of t ’ "3 eV for the NN
hopping amplitude and t0NNN ’ 0:1t, which justifies the
above-mentioned expansion for t0NNN=t # 1. Note that this
fitting procedure does not allow for a distinction between the
‘‘true’’ NNN hopping amplitude tNNN and the contribution
from the overlap correction "st. We therefore omit this
distinction in the following discussion and drop the prime
on the effective NNN hopping amplitude, but one should keep
in mind that it is an effective parameter with a contribution
from NN overlap corrections.

c. Energy dispersion of ! electrons in graphene

The energy dispersion (21) is plotted in Fig. 5 for tNNN=t ¼
0:1. It consists of two bands, labeled by the index " ¼ %,
each of which contains the same number of states. Because
each carbon atom contributes one ! electron and each elec-
tron may occupy either a spin-up or a spin-down state, the
lower band with " ¼ " (the ! or valence band) is completely
filled and that with " ¼ þ (the !' or conduction band)
completely empty. The Fermi level is, therefore, situated at
the points, called Dirac points, where the ! band touches the
!' band. Note that only if tNNN ¼ 0 is the energy dispersion
(21) electron-hole symmetric, i.e., #"k ¼ "#""

k . This means
that NNN hopping and NN overlap corrections break the
electron-hole symmetry. The Dirac points are situated at the
points kD where the energy dispersion (21) is zero,

#"
kD ¼ 0: (22)

Equation (22) is satisfied when $kD ¼ 0, i.e., when

Re$kD ¼ 1þ cos
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and, equally,

Im$kD ¼ sin
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Equation (24) may be satisfied by the choice kDy ¼ 0, and
Eq. (23) is thus satisfied when

1þ 2 cos
$ ffiffiffi

3
p
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¼ 0 ) kDx ¼ % 4!

3
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3

p
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Comparison with Eq. (4) shows that there are thus two
inequivalent Dirac points D and D0, which are situated at
the points K and K0, respectively,

kD ¼ %K ¼ % 4!

3
ffiffiffi
3

p
a
ex: (26)

Although they are situated at the same position in the first
BZ, it is useful to make a clear conceptual distinction
between the Dirac points D and D0, which are defined as
the contact points between the two bands ! and !', and
the crystallographic points K and K0, which are defined
as the corners of the first BZ. There are indeed situations
where the Dirac points move away from the points K and
K0, as we discuss in Sec. I.D.

Note that the band Hamiltonian (8) respects time-reversal
symmetry, H k ¼ H '

"k, which implies #"k ¼ #k for the
dispersion relation. Therefore, if kD is a solution of #k ¼ 0,
so is "kD, and Dirac points thus necessarily occur in
pairs. In graphene, there is one pair of Dirac points, and
the zero-energy states are therefore doubly degenerate.
One speaks of a twofold valley degeneracy, which survives
when we consider low-energy electronic excitations that
are restricted to the vicinity of the Dirac points, as dis-
cussed in Sec. I.C.2.

d. Effective tight-binding Hamiltonian

Before considering the low-energy excitations and the
continuum limit, it is useful to define an effective tight-
binding Hamiltonian,

H k ! tNNNj$kj21þ t
0 $'

k

$k 0

 !
: (27)

Here 1 represents the 2* 2 one-matrix

1 ¼
1 0

0 1

 !
: (28)

This Hamiltonian effectively omits the problem of nonortho-
gonality of the wave functions by a simple renormalization of
the NNN hopping amplitude, as mentioned above. It is there-
fore simpler to treat than the original one (8), the eigenvalue

FIG. 5 (color online). Energy dispersion as a function of the wave-
vector components kx and ky, obtained within the tight-binding

approximation, for tNNN=t ¼ 0:1. The valence (!) band is distin-
guished from the conduction (!') band. The Fermi level is situated
at the points where the ! band touches the !' band. The energy is
measured in units of t and the wave vector in units of 1=a.
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Band touching points (two valleys)

E(~k) = ± || ~d(~k) ||

Two bands (2 sites/unit cell)

1 electron/orbital (half-filling)

h0(~k) = d1(~k)�1 + d2(~k)�2

d1(~k) = d2(~k) = 0 ! ~k = ± ~K

Electrostatic doping: it is possible to raise/lower the Fermi level in a 
reversible manner and without adding impurities.



Linearization near Dirac points

Linear dispersion (Dirac cone): electrons (or holes) behave as  
if they were massless

Fermi velocity: vF = 3at/2~ ' 106m.s�1

~k = ⇠ ~K + ~q (Valley index)⇠ = ±1

h0(⇠ ~K + ~q ) ' ~v
F

(⇠q
x

�1 + q
y

�2)

E(⇠ ~K + ~q ) = ~v
F

q
q2
x

+ q2
y

valley independent



Transport in ballistic graphene

Sub-Poissonian Shot Noise in Graphene
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We calculate the mode-dependent transmission probability of massless Dirac fermions through an ideal
strip of graphene (length L, width W, no impurities or defects) to obtain the conductance and shot noise as
a function of Fermi energy. We find that the minimum conductivity of order e2=h at the Dirac point (when
the electron and hole excitations are degenerate) is associated with a maximum of the Fano factor (the
ratio of noise power and mean current). For short and wide graphene strips the Fano factor at the Dirac
point equals 1=3, 3 times smaller than for a Poisson process. This is the same value as for a disordered
metal, which is remarkable since the classical dynamics of the Dirac fermions is ballistic.

DOI: 10.1103/PhysRevLett.96.246802 PACS numbers: 73.50.Td, 73.23.Ad, 73.63.!b

Two recent experiments [1,2] have discovered that the
conductivity of graphene (a single atomic layer of carbon)
tends to a minimum value of the order of the quantum unit
e2=h when the concentration of charge carriers tends to
zero. This quantum-limited conductivity is an intrinsic
property of two-dimensional Dirac fermions (massless ex-
citations governed by a relativistic wave equation), which
persists in an ideal crystal without any impurities or lattice
defects [3–6]. In the absence of impurity scattering, and at
zero temperature, one might expect the electrical current to
be noiseless. In contrast, we show that the minimum in the
conductivity is associated with a maximum in the Fano
factor (the ratio of noise power and mean current). The
Fano factor at zero carrier concentration takes on the
universal value 1=3 for a short and wide graphene strip.
This is 3 times smaller than the Poissonian noise in a tunnel
junction and identical to the value in a disordered metal
[7,8]—even though the classical dynamics in the graphene
strip is ballistic.

Shot noise measurements have proven to be a valuable
diagnostic tool in carbon nanotubes, which can be thought
of as rolled-up sheets of graphene. Very low shot noise in
well-contacted bundles of single-wall nanotubes is an in-
dication of nearly ballistic one-dimensional transport [9].
Super-Poissonian noise has been found in a quantum dot
formed out of a single-wall nanotube, and explained in
terms of inelastic tunneling in this zero-dimensional sys-
tem [10]. Our prediction of sub-Poissonian shot noise in
two-dimensional graphene is another manifestation of the
importance of dimensionality for quantum transport.

Our analysis of the shot noise was inspired by an in-
sightful recent paper of Katsnelson [6], who used the
Landauer transmission formula to obtain the quantum-
limited conductivity. Following the same approach, we
calculate the transmission probabilities of Dirac particles
through a strip of graphene in the geometry of Fig. 1. [An
earlier study of the same geometry counted the number of

propagating modes, without determining their transmis-
sion probabilities [11].] The result depends on the aspect
ratio W=L of the strip and also on microscopic details of
the upper and lower edge. For short and wide strips
(W=L" 1) these microscopic details become insignifi-
cant. For that reason we first discuss the simplest case of
an edge which is smooth on the scale of the lattice spacing.
This corresponds to confinement of the carriers by lattice
straining. The opposite case of an abrupt edge (correspond-
ing to confinement by etching) is considered later on.

The band structure of graphene has two valleys, which
are decoupled in the case of a smooth edge. In a given
valley the excitations have a two-component envelope
wave function ! # $!1;!2%, varying on scales large com-

FIG. 1. Schematic of a strip of graphene of width W, contacted
by two electrodes (black rectangles) at a distance L. A voltage
source drives a current through the strip. A separate gate elec-
trode (not shown) allows the carrier concentration in the strip to
be tuned around the neutrality point.
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avec  =

r
q2
y

� E

2
F

(~v
F

)2 , a0 et b0 étant des coefficients complexes à déterminer. En écrivant

la continuité de la fonction d’onde spinorielle (à deux composantes) aux deux interfaces
x = 0 et x = L, on obtient les amplitudes r, t, a0 et b0. La transmission T en ondes
évanescentes est donnée par :

T =

~2v2
F

2

~2v2
F

2 cosh2(L) + E2
F

sinh

2
(L)

. (20)

Cette expression (Eq.(20)) est représentée pour deux valeurs possibles de k
F

L (Fig.7).

4.3 Calcul de la conductance

FIGURE 8 – Représentation graphique de la conductance G en unités de G0
W

⇡L

en fonction de
k

F

L. Le paramètre k

F

L est relié à l’énergie de Fermi E
F

et donc à la densité de porteurs dans
la partie centrale du transistor. Lorsque k

F

L = 0, il n’y a pas de porteurs de conduction dans la
zone centrale et on n’a que des ondes évanescentes. Cela s’explique alors par l’absence d’états
OFF dans le transistor. Lorsque k

F

L augmente, il n’y a que des ondes propagatives dans la
zone centrale traduites par des résonnances Fabry-Pérot. Cette figure est tracée pour W est
très grand devant L.

En régime balistique, la conductance est donnée par la formule de Landauer-Buttiker.
Cette formule est une somme des transmissions sur tous les canaux de transmission (chacun
étant indexé par q

y

)

G = G0

X

q

y

T (q
y

) = G0
W

2⇡

Z +1

�1
dq

y

T (q
y

) (21)

avec : G0 =

4e2

h

est le quantum de conductance (pour le graphène, le facteur 4 désigne
les 2 spins et 2 vallées) et T (q

y

) est le coefficient de transmission du canal indexé par q
y

.
On a transformé la somme discrète en une intégrale continue, en utilisant les conditions
aux limites péiodiques dans la direction transverse y, W étant la largeur de l’échantillon de
graphène.

EF = ~vF qF typically 100 meV

electron/hole densities n ' 10�12 cm�2



    Electronic transport

From C. Stampfer’s group (Aachen)

2

Figure 1. Width dependent ballistic transport in etched graphene nanoconstrictions encapsulated in hBN. a,
Schematic illustration of a hBN-graphene sandwich device with the bottom- and top-layers of hBN appearing in green, the gold
contacts in yellow, the SiO2 in dark blue and the Si back gate in purple. b, Scanning electron microscope (SEM) images of
four investigated graphene constrictions patterned using reactive ion etching. c, False colored atomic force microscope (AFM)
image of a fabricated device. Transport is measured in a four-probe configuration to eliminate any unwanted resistance of
the one-dimensional contacts8. The yellow color denotes the gold contacts, green the top layer of hBN and brown the SiO2

substrate. The white scale bar represents 500 nm. d, Low-bias back-gate characteristics of a Hall bar device (see arrow) and of
five constriction devices with di↵erent widths ranging from 850 to 230 nm (color code as in panel e). The dashed grey lines are
fits to the data. e, Low-bias four-terminal conductance of graphene quantum point contacts as function of kF extracted in the
high carrier density limit for seven di↵erent samples. The color encodes the di↵erent samples with di↵erent constriction widths
(see labels). Grey lines represent a linear fit at high values of kF , inserted as guide to the eye. Conductance deviates from the
expected linear slope for small kF . Electron (hole) transport is plotted as solid (dashed) line. Data are taken at temperatures
below 2 K. f, Comparison of c0W from conductance traces (panel e) with the width W (extracted from SEM images).

for ballistic transport, the conductance through a per-
fect constriction increases by an additional conductance
quantum e2/h whenever WkF reaches a multiple of ⇡,
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where kF =
p
⇡n is the Fermi wave number, the factor

four accounts for the valley and spin degeneracies, ✓ is
the step function, and we have neglected minor phase
contributions due to details of the graphene edge23 for
simplicity. Fourier expansion of Eq. (1) yields
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For an ideal constriction c0 = 1, �j = 0, and cj = 1/(j⇡),
j > 0. In the presence of edge roughness, c0 is reduced

to a value below 1 due to limited average transmission,
and higher Fourier components cj are expected to de-
cay in magnitude and acquire random scattering phases
�j 6= 0. Consequently, the sharp quantization steps turn
into periodic modulations as will be shown below. Aver-
aged over these modulations only the zeroth order term
in the expansion [Eq. (2)] survives. This mean conduc-
tance G(0) of a constriction of width W thus features a
linear dependence on kF, or, equivalently, a square-root
dependence as a function of back-gate voltage assuming
an energy-independent transmission c0 of all modes, in
accord with Fig. 1d. By measuring the carrier density de-
pendent quantum Hall e↵ect at high magnetic fields24,25,
we can independently determine the gate coupling ↵ for
each device (see Supplementary Note 2). We can thus
unfold the dependence on Vg and study both the elec-
tron and hole conductance as function of kF (Fig. 1e).
From the linear slopes of G(kF), the product c0W can be
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Protection of Dirac points
The possible perturbations: only the third Pauli matrix can open a gap at 
the Dirac points

h0(~k) = d1(~k)�1 + d2(~k)�2 + d3(~k)�3

Inversion symmetry enforces the relation:

Time-reversal symmetry (for spinless electrons) enforces the relation:

h0(~k) = �1h0(�~k)�1

h0(~k) = h⇤
0(�~k)

d3(~k) = �d3(�~k)

d3(~k) = d3(�~k)

Hence if both T and P are satisfied: d3(~k) = 0



II)- Graphene: 


Massive spinless Dirac fermions

Add a perturbation that anticommutes with  
graphene’s kinetic Hamiltonian and breaks 
either T or P

h0(~k) = d1(~k)�1 + d2(~k)�2 + d3(~k)�3

How to transform a semimetal into an insulator ? 

How to provide a mass to Dirac fermions ?



Dirac mass 1: Semenov model (1984)

The simplest perturbation is a staggered potential on A/B sites (Semenov, 
PRL 1984): +M on A sites and -M on B-sites

This k-independent perturbation breaks inversion symmetry (A and B 
orbitals are no longer identical) 

Relevant for hexagonal boron-nitride (h-BN) which is 2D insulator  
with a large gap (around 5 eV)

The resulting insulator is a trivial band insulator

d3(~k)�3 = M�3



Dirac mass 2: Haldane model (1988)
A (far) less evident perturbation was proposed by D. Haldane. His initial 
motivation was to induce Quantum Hall effect in 2D lattice without Landau 
levels

Haldane found that complex valued local fluxes with zero net average 
value meet all these criteria and do the job (PRL 1988).

transverse charge flow

longitudinal current

Ingredients are : 

- 2D crystal: graphene 
- Break time-reversal symmetry (to generate Quantum Hall Effect) 
- No net magnetic flux per unit cell (to avoid Landau Levels)



Complex second-neighbor hopping

Same pattern on B sites +
-

t2e
�i'

t2e
i'

Fractional topological phases and broken time reversal symmetry in strained graphene
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Figure 1.1: Tight-binding model for graphene. Black filled (open) dots for A (B) sublattice. Red
thick arrows for �↵ (↵ = 1, 2, 3).

1.1.1 Tight-binding model of graphene

Honeycomb lattice. Graphene consists of a honeycomb lattice of carbon atoms with two interpen-
etrating triangular sublattices, respectively denoted A and B (Fig. ??). Each carbon atom has
six electrons: two electrons in the inner shell 1s, three electrons engaged in the 3 in-plane covalent
bonds sp2, and a single electron in a pz orbital perpendicular to the plane. We are interested in the
two-dimensional fluid formed by the later electrons. Much of the physics of this electronic system is
described by the single orbital tight-binding Hamiltonian:
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where the sum hi, ji runs over nearest-neighbors (nn) sites i and j, and t ' �2.7 eV is the hopping
amplitude between the pz orbitals of two adjacent carbon atoms. The operator ci destroys a fermion
in the orbital pz at site i, and is also denoted cA(ri) or cB(ri) depending whether the site i belongs
to A sublattice or B sublattice. The sum over rA runs over the A-sites which form a triangular
Bravais lattice spanned by the basis vectors:
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next-nearest neighbors (and even more distant atoms) are neglected which is roughly justified by
the fact that those corrections are roughly ten times smaller than the main hopping t.
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Figure 1.2: Tight-binding model for the Haldane model. Red thick arrows for t2e
i� and

green thin arrows for t2e
�i�.

The NNN perturbation is dispersive. Near the Dirac points, one has simply to substi-
tute k = K (or k = �K) as a zero order approximation. Here we focus on states in each
valley and obtain:

X

i=1,2,3

cos(K.b
i

) = �3

2
,

X

i=1,2,3

sin(±K.b
i

) = ⌥3
p

3. (1.28)

The part of H2 which is proportional to the identity just shifts the energies. In contrast
the term proportional to �

z

, denoted Htrb
2 (k) hereafter, opens a gap at the Dirac points. In

the low energy model, this Haldane mass term is [7]:

Htrb
2 (±K) = �3

p
3t2 sin � �

z

⌧
z

, (1.29)

which change signs in di↵erent valleys. This is at odds with the Semenov insulator where
both valleys are characterized by the same gap. The spectrum is again obtained by squar-
ing the Bloch Hamiltonian Htrb

2 (q) and using the anti commutation property of the Pauli
matrices:

E = ±
q

v2
F

p2 + 27t2 sin2 �. (1.30)

This Bloch Hamiltonian breaks time-reversal symmetry because it is odd under the
operator T :

T Htrb
2 (q = 0)T �1 = �Htrb

2 (q = 0), (1.31)

but it is even under P = ⌧
x

�
x

. One can notice that this term cancels for � = 0 where the
time-reversal is trivially restored. This is also the case at � = ⇡ because ei� = e�i� = �1.

1.2.3 Kekule insulator

The real-valued modulation of the nearest-neighbor hopping amplitude can open a gap
when the wave vector of the modulation is connecting the two valleys. The Hamiltonian is
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Figure 1. Left panel: Graphene honeycomb lattice structure. Red open (green filled) dots for A (B) sublattice. The red thick
arrows denote the vectors �↵ (↵ = 1, 2, 3) connecting of a given site to its three nearest neighbors. The black arrows are the
basis vectors a1 and a2 of the Bravais lattice. The distance between two sites is a = 0.142 nm and the surface of the unit cell
is Acell = 3

p
3a

2
/2. Right panel: Section of the electronic energy dispersion E(k) = ±|d(k)| of graphene for ky = 0, showing

the two Dirac points at k = ±K.

and a single electron occupying the pz orbital perpendicular to the plane. Much of the physics of graphene
is related to the (2D) two-dimensional fluid formed by those pz electrons. It is thus natural to use a single
orbital tight-binding Hamiltonian:

H
0

= t
X

r
A

3X

↵=1

c†
B(rA + �↵)cA(rA) + H.c., (20)

where t ' �2.7 eV is the hopping amplitude between the pz orbitals of two adjacent carbon atoms. The
operator ca(ri) destroys a fermion in the orbital pz at site ri, with a = A, B indicating the sublattice. The
sum over rA runs over the A-sites which form a triangular Bravais lattice spanned by the basis vectors:

a
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p

3a ex, a
2

=
a

2

⇣p
3ex + 3ey

⌘
, (21)

where a = 0.142 nm is the length of the carbon-carbon bond. The vectors �↵ defined by

�
1,2 =
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⇣
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p
3ex + ey

⌘
, �

3

= �a ey, (22)

connect any A-site to its three B-type nearest neighbors (Fig. 3.1). The hopping matrix elements between
next-nearest neighbors are neglected, which is justified by the fact that those corrections are roughly ten
times smaller than the main hopping t.

Owing to translation invariance, the two-dimensional quasi-momentum k = (kx, ky) is a good quantum
number. In order to diagonalize the Hamiltonian Eq. (20), we use the Fourier transformation:

ca(ri) =
1p
N

X

k

e�ik.r
ica(k), (23)

where a = A, B is the sublattice index and N is the total number of sites. After substitution of Eq.(23), the
Hamiltonian Eq. (20) becomes diagonal in momentum and reads:

H
0

=
X

k

c†
a(k)[h

0

(k)]ab cb(k), (24)

where k is restricted to the first Brillouin zone (BZ). The Bloch Hamiltonian h
0

(k), which acts on the
sublattice isospin, is given by

h
0

(k) = d
1

(k)�
1

+ d
2

(k)�
2

, (25)
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hopping with a B on the its right

hopping with a B on the its right

Red and blue arrows represent an electron 
jumping from A site to nearest A sites

This staggered local fluxes pattern has the symmetry of the Bravais lattice 
and therefore one has a band insulator with states labelled by a quasi-
momentum



Haldane mass

This perturbation depends on momentum and breaks time-reversal symmetry

- This non trivial winding implies a chiral edge state

- The resulting band insulator exhibits a non trivial winding of the wave 
functions as gaps/masses are opposite at +K and -K 

d3(~k) = 2t2 sin'
i=3X

i=1

sin(~k.~bi)
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Now in order to obtain the wave function and dispersion E(ky) of this
edge mode, let us restore finite energy E and parallel momentum ky in
Eq.(2.26). Without further calculation one notice that the zero mode at
ky = 0 is also eigenstate of ~vF ky�y, and therefore its expression is still valid
at finite energy and momentum with the dispersion:

E = �sign(�MS)~vF ky = sign(MH)~vF ky. (2.31)

The edge mode is chiral and shows up in the valley that is experiencing a
mass inversion at the interface. In the limit of large MS , the Semenov insu-
lator can represent the vacuum. By reproducing this calculation for various
orientation of the interface it is easy to demonstrate that the Haldane insu-
lator is surrounded by a 1D edge chiral edge mode that circulates clockwise
if sign(MSMH) is positive, and anti-clowise for negative MSMH . Note that
if we assume that the vacuum is represented by a large positive MS , then
the sign of MSMH is simply the sign of MH = �3

p
3t

2

sin(�) which is set
by the chirality of the flux pattern in the microscopic Haldane model (see
chapter 2).

2.3.2 Kink in the Haldane mass

As was the previous one, this section might be a bit academic since it requires
to make a junction between two Haldane insulators with opposite chiralities
while there is not yet any experimental evidence of a Haldane phase in
graphene. Nevertheless we think one can learn a lot from those simple toy
models.

The full wave equation for the Haldane kink reads:

(�i~vF �x�z�x + ~vF ky�y + MH(x)�z�z) � = E�, (2.32)

where MH(x) is a real monotonic function describing a kink with MH(1)
positive and MH(�1) negative hereafter (the opposite case can be treated
similarly). We take the origin x = 0 where M(x) has its zero. We expect
that a bound state might show up near x = 0 because the insulator becomes
”locally” gapless there.

We first look for a E = 0 solution at ky = 0 by solving the equation:

i~vF �x�z�x� = MH(x)�z�z�. (2.33)

By multiplying each side by �i�x�z, it is obtained:

~vF �x� = �MH(x)�y�, (2.34)
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Figure 2.1: Left panel: Interface between the Haldane insulator (x > 0) and the
Semenov insulator (x < 0). There is always a zero energy bound state located
near x = 0 (red dashed line). Right panel: dispersion E(ky) = sign(MH)~vFky

of the chiral edge mode.

Haldane insulators (in the terminology introduced in chapter 2) having oppo-
site masses. Then the edge states exist but they are generally not protected.
In contrast, the edge states residing at the interface between a Semenov phase
and an Haldane phase (two topologically distinct insulators) is protected. We
specialize our examples to 2D insulators so that the edge modes are running
along 1D interfaces. Nevertheless the idea is rather general and valid for D�1
dimensional surface gapless modes emerging at interfaces between D dimen-
sional gapped phases. This physics is reminiscent of the Jackiw-Rebbi model
introduced in field theory [40] and of the physics of solitons in polyacetylene
(D=1) [41, 42].

2.3.1 Interface between topologically distinct insulators

We assume that the half-plane x < 0 is filled with a ”Semenov” (inversion-
breaking) insulator while an ”Haldane” (time-reversal breaking) insulator oc-
cupies the half-plane x > 0. In principle one should define this heterojunction
on the lattice by varying the parameters of the Haldane model (namely the
on-site mass and the chiral phase ') near the interface. Since we are mainly
interested in eventual zero modes confined near the interface x = 0, we use the
low energy e↵ective model valid near the Dirac points (energies smaller than
the bandwidth t). Using the translational invariance along the y�direction,
the wave equation reads:

(�i~vF�x⌧z@x + ~vFky�y +M(x)) = E , (2.26)
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                                       Hall response

where nw is the winding number (or Pontryagin index) of the mapping k !
d̂(k) = d(k)/|d(k)| between the Brillouin zone (torus T 2) and the unit sphere
(S1):

nw =
1

4⇡

Z
d2k

 
@d̂(k)

@kx

⇥ @d̂(k)

@ky

!
.d̂. (2.20)

In contrast to the Berry phase, this number is directly constructed from the
parameters d(k) of the Hamiltonian Eq. 2.5 (rather than from its eigenstates).
This winding number is an integer that counts the number of times the unit
vector d̂(k) wraps around the whole sphere S2 while k is spanning the whole
Brillouin zone T 2. In accordance with general classifications, there is a single
number that characterizes the general structure of wave functions globally in
k-space. This number is a relative integer, and it measures the charge Hall
conductance in units of e2/h. To change nw it is necessary to change the
parameter of the bulk Hamiltonian d̂(k) in such a way that the bulk gap
closes.

Interpretation as a magnetic textures We can see the field d̂(k) as some
texture in momentum space. A terminology has been establish in real space
to distinguish topological defects like skyrmions and merons. Those fields
carry a topological charge which is just the winding number defined above
provided momentum k is replaced by position and also the FBZ is replaced
by the manifold upon which the texture resides.

2.2.2 Topological phase transition and band inversion

Haldane model. Let us calculate this winding number for the simple model
of massive Dirac fermions introduced previously. We use the parametrization
Eq. (2.13) to rewrite the winding number as:

nw =
1

4⇡

Z
d2k sin ✓

✓
@✓

@kx

@'

@ky

� @'

@kx

@✓

@ky

◆
.d̂, (2.21)

= � 1

4⇡

Z
d2kr ^ (cos ✓r') , (2.22)

which in principle should be always zero because we integrate over a torus.
Finite values can arise from singularities in r' that are always located at the
poles ✓ = 0 and ✓ = ⇡. Hence:

nw = � 1

4⇡

Z
cos ✓r'.dl, (2.23)

where the integral is taken along loops encircling the poles.
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The flux of B↵(k) through the whole FBZ (torus T 2),

C↵ =
1

2⇡

Z
dkB↵(k), (2.16)

is called the Chern number of the band ↵. The Chern number is defined from
the projectors on the lower (occupied) band. For the Haldane model, the
valence and the conduction bands have a non zero Chern number (±1).

Finally, from the Bloch Hamiltonian’s expression (2.5) one can define the
components ji=x,y of the current operator:

ji =
@H(k)

@ki

=
@"

0

(k)

@ki

I
2x2

+
3X

j

@d(k)

@ki

.�, (2.17)

which are 2 ⇥ 2 matrices for a two-band insulator. The second term, and in
particular its non-diagonal elements, are responsible for Berry phase e↵ects
and eventually finite Hall response.

2.2 Topological invariant

The electromagnetic response of 2D two-band insulators can be computed us-
ing the Kubo formalism and the expressions of the anomalous currents Eq.
(2.17). In d = 2 space dimensions, the Hall conductance is exactly given by
the Chern number of the lower band. This is also the winding number of the
mapping k ! d̂(k) = d(k)/|d(k)|, which explains geometrically the quantiza-
tion of the Hall conductance in such two-band model. This is reminiscent of
the Thouless-Kohmoto-Nightingale-den Nijs (TKKN) invariant for quantum
Hall systems [39].

2.2.1 Hall conductivity as a winding number

The Hall conductivity can be calculated from Kubo formalism as [32]:

�xy =
e2

4⇡h

Z
d2k(f

+

(k) � f�(k))

 
@d̂(k)

@kx

⇥ @d̂(k)

@ky

!
.d̂(k), (2.18)

where f±(k) are the occupation numbers of the conduction and valence bands.
It is assumed that the Fermi level lies in the bulk gap. Hence at zero temper-
ature, where f� = 1 and f

+

= 0, we have the relation:

�xy =
e2

h
nw, (2.19)
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Hall conductivity (Kubo formalism)

Insulator at T=0:

which are 2⇥2 matrices for a two-band insulator. The second term, and in particular
its non-diagonal elements, are responsible for Berry phase e↵ects and eventually
finite Hall response.

2.2 Topological invariant

The electromagnetic response of 2D two-band insulators can be computed using
the Kubo formalism and the expressions of the anomalous currents Eq. (2.17). In
d = 2 space dimensions, the Hall conductance is exactly given by the Chern number
of the lower band. This is also the winding number of the mapping k ! d̂(k) =
d(k)/|d(k)|, which explains geometrically the quantization of the Hall conductance
in such two-band model. This is reminiscent of the Thouless-Kohmoto-Nightingale-
den Nijs (TKKN) invariant for quantum Hall systems [43].

2.2.1 Hall conductivity as a winding number
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where f±(k) are the occupation numbers of the conduction and valence bands. It
is assumed that the Fermi level lies in the bulk gap. Hence at zero temperature,
where f� = 1 and f
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where nw is the winding number (or Pontryagin index) of the mapping k ! d̂(k) =
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In contrast to the Berry phase, this number is directly constructed from the pa-
rameters d(k) of the Hamiltonian Eq. 2.5 (rather than from its eigenstates). This
winding number is an integer that counts the number of times the unit vector d̂(k)
wraps around the whole sphere S2 while k is spanning the whole Brillouin zone T 2.
In accordance with general classifications, there is a single number that character-
izes the general structure of wave functions globally in k-space. This number is a
relative integer, and it measures the charge Hall conductance in units of e2/h. To
change nw it is necessary to change the parameter of the bulk Hamiltonian d̂(k) in
such a way that the bulk gap closes.

Interpretation as a magnetic textures We can see the field d̂(k) as some texture
in momentum space. A terminology has been establish in real space to distinguish
topological defects like skyrmions and merons. Those fields carry a topological
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in the upper band, and

��(k) =

✓
u�1

(k)
u�2

(k)

◆
=

✓
sin ✓

2

e�i'/2

� cos ✓
2

ei'/2

◆
, (2.12)

in the lower band. The k-dependent quantities ✓ = ✓k and ' = 'k are the spherical
coordinate angles of the unit vector:

d̂(k) =
d(k)

|d(k)| =

0

@
cos ' sin ✓
sin ' sin ✓

cos ✓

1

A , (2.13)

which resides on the unit sphere S2 while k spans the d-dimensional toroidal Bril-
louin zone T d. The mapping k ! d̂(k) = d(k)/|d(k)| is essential and captures the
topological properties of the Hamiltonian Eq.(2.5). We assume that the system is
insulating so |d(k)| 6= 0 everywhere and the mapping is well defined in the whole
FBZ.

2.1.3 Berry phase and anomalous velocity

We can interpret k as a parameter that we can vary along a loop drawn in the
FBZ and limit ourselves to d = 2. Along such a loop, the spinor will acquire a
Berry phase which is the circulation of the Berry vector potential, also called Berry
connection defined by

A↵(k) = i

2X

a=1

u↵arku↵a, (2.14)

in each band ↵ = ±1. The Berry curvature is the curl of the Berry connection:

B↵(k) = rk ^ A↵(k). (2.15)

The flux of B↵(k) through the whole FBZ (torus T 2),

C↵ =
1

2⇡

Z
dkB↵(k), (2.16)

is called the Chern number of the band ↵. The Chern number is defined from the
projectors on the lower (occupied) band. For the Haldane model, the valence and
the conduction bands have a non zero Chern number (±1).

Finally, from the Bloch Hamiltonian’s expression (2.5) one can define the com-
ponents ji=x,y of the current operator:

ji =
@H(k)

@ki
=

@"
0

(k)

@ki
I

2x2

+
3X

j

@d(k)

@ki
.�, (2.17)
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Current operator:

Rashba-controlled backscattering along an interacting helical edge

(Dated: November 13, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe
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Rashba-controlled backscattering along an interacting helical edge

(Dated: November 26, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe
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Topology: mapping BZ to BS
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Rashba-controlled backscattering along an interacting helical edge

(Dated: November 26, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe
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Winding number

For an isolated Dirac crossing with mass M: 

Rashba-controlled backscattering along an interacting helical edge

(Dated: May 29, 2013)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe
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Rashba-controlled backscattering along an interacting helical edge

(Dated: May 29, 2013)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe
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Rashba-controlled backscattering along an interacting helical edge

(Dated: October 15, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe
the QSH edge state physics, it should be desirable to
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Rashba-controlled backscattering along an interacting helical edge

(Dated: November 23, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe

the QSH edge state physics, it should be desirable to �
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Rashba-controlled backscattering along an interacting helical edge

(Dated: November 23, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe
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Rashba-controlled backscattering along an interacting helical edge

(Dated: November 23, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe

the QSH edge state physics, it should be desirable to �
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I. INTRODUCTION
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Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.
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while for Bp&0, relativistic Landau levels are obtained
as follows:

e,„~= ~ [(rn,c ) +nb ~ eBp ~
c ] ' (n ~ I ),

e p =am, c sgn(eBp) .

(4a)

(4b)

Every n ~ 1 level that evolves out of the upper band as
Bp is turned on is balanced by a level that evolves from
the lower band. However, the n =0 "zero-mode" energy
is not symmetric under Bp —Bp. It evolves from the
upper band if am, eBp is positive, and from the lower
band if it is negative.
In the time-reversal symmetric case t2sin&=0, the two

masses m+ and m — are equal, and the sum of the
Landau-level spectra derived from the two distinct zone
corners is particle-hole symmetric, and invariant under
Bp Bp. In this case, a" 0 by time-reversal invari-
ance. As the Hainiltonian is changed, tr"i' remains in-
variant, provided the Fermi level remains in a gap.
When Bp 0, models where the Fermi level is in the gap
and rn ~ and m —have the same sign can evolve continu-
ously from the time-reversal invariant case, and hence
have 0'~ 0.
To calculate tr"r for models where rn~ and trt have

opposite signs, I continuously turn on the external field,
then vary m+ and m until they become equal, at the
same time varying the Fermi level so at all times it lies in
a gap. Comparison of the occupation numbers of the
Landau levels obtained this way with those obtained by
continuously applying the field to the time-reversal in-
variant system shows that they differ by the complete
filling of one Landau level. Thus at T=O and with a
fixed chemical potential, the application of a weak exter-
nal magnetic field to a system where m~ and m have
opposite signs induces an extra fteld dependent g-round-
state charge density Atr ~ e Bp/h relative to the field-
independent charge density when these parameters have

f2

FIG. 2. Phase diagram of the spinless electron model with
~ tzlt~ ~

& —,'. Zero-field quantum Hall effect phases (v=+' l,
where o' =ve /h) occur if (Mlt2( &343(sing~. This figure
assumes that i2 is positive; if it is negative, v changes sign. At
the phase boundaries separating the anomalous and normal
(v=0) semiconductor phases, the low-energy excitations of the
model simulate undoubled massless chiral relativistic fermions.

the same sign. This allows 0." in the limit Bp=0 to be
evaluated as ve /h, where v= 2 [sgn(m —)—sgn(m+)l=+ 1 or 0. The phase diagram of v for the spinless
electron model as a function of M/t2 and p is shown in
Fig. 2.
I note that when the model has neither an inversion

center nor time-reversal invariance (i.e., when both M
and t2sinp are nonzero), so ~m~ ~

e ~m —~, the spec-
trum is no longer invariant under k —k, and the
fermion-doubling principle is defeated. In particular,
along the critical lines in the phase diagram where one of
rrt+ or rrt vanishes, the model has a low-lying massless
spectrum simulating nondegener ate relativistic chiral
fermions.
When m, 0, the fermion field theory derived from

the expansion (2) about the Fermi point with vanishing
gap has a charge-conjugation symmetry (particle-hole
symmetry) which is not present in the lattice model with
t2&0 from which it is derived. In the continuum field
theory, there is no lower bound to the Dirac sea of filled
electron states, and the establishment of absolute as op-
posed to relative values of cr"~ is ambiguous. Jackiw in-
vokes the charge-conjugation symmetry of (2) with
m =0 to assign the value o" =0 in the case of a
particle-hole symmetric Fermi level, where the "zero-
mode" Landau level (4b) is half filled. This would imply
a quantum Hall effect with v= 2 a if the zero mode is
filled, and v =——,

' a if it is empty. This suggests
"charge fractionalization, " and violates the principle
that a noninteracting electron system can only exhibit an
integral QHE. The model studied here shows how the
high-energy cutoff structure of a model with undoubled
fermions described by the relativistic Hamiltonian (2) at
low energies must break the charge-conjugation symme-
try, and give an extra contribution of +' —,

' to v, restor-
ing an integral QHE. Thus even if the low-energy spec-
trum consists of undoubled chiral fermions, their
partners must be present at high energies to restore a
properly integral QHE.
When electron spin is included without any other

change, there is an equal contribution from both spin
components, and 0 "r is doubled. However, a periodic lo-
cal magnetic field with the full symmetry of the lattice
will also couple to electrons with a Zeeman term 0'
=y&S', where S' is the azimuthal electron spin. This
term will relatively displace the up-spin and down-spin
bands by an energy ) hp, and if this exceeds the gap at
the Fermi level, the system will become a partially spin-
polarized metal. If —,

'
~ y ~

ii exceeds 3J3
~ t2 ~, the QHE

phases are completely eliminated, but if it is smaller,
they survive for small enough M and t2sinp. (The direct
transition from the normal to the anomalous semicon-
ductor phase as M is varied is then replaced by an inter-
mediate spin-polarized metallic phase. ) For the realiza-
tion of the internal field proposed earlier, yh (in units of
the rydberg) is given by C'g/a, where C' is another
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Rashba-controlled backscattering along an interacting helical edge

(Dated: November 21, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe

the QSH edge state physics, it should be desirable to G1 = g e
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Rashba-controlled backscattering along an interacting helical edge

(Dated: November 23, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe

the QSH edge state physics, it should be desirable to �
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I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
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Haldane Haldane

Semenov

Transition: gap closing leading to a Dirac point jump in the Hall conductance

where the sum hi, ji runs over nearest-neighbors (NN) sites i and j, and t ' �2.7 eV is the
hopping amplitude between the pz orbitals of two adjacent carbon atoms. The operator ci

destroys a fermion in the orbital pz at site i, and is also denoted cA(ri) or cB(ri) depending
whether the site i belongs to A sublattice or B sublattice. The sum over rA runs over the
A-sites which form a triangular Bravais lattice spanned by the basis vectors:

a
1

=
p

3a ex, a
2

=
a

2

⇣p
3ex + 3ey

⌘
, (1.2)

where a = 0.142 nm is the length of the carbon-carbon bond. The vectors �↵ defined by

�
1,2 =

a

2

⇣
±

p
3ex + ey

⌘
, �

3

= �a ey, (1.3)

connect any A-site to its three B-type nearest neighbors. The hopping matrix elements
between next-nearest neighbors (and more distant atoms) are neglected which is justified
by the fact that those corrections are roughly ten times smaller than the main hopping t.

Electronic band structure. Due to translation invariance, the momentum k is a good
quantum number. In order to diagonalize the Hamiltonian Eq. (1.1), we use the Fourier
transformation:

ci(ri) =
1p
N

X

k

e�ik.r
ici(k), (1.4)

for any site i regardless to the sublattice it belongs to, N being the total number of sites.
After substitution, the Hamiltonian Eq. (1.1) becomes diagonal in momentum:

H
0

= t
X

k

�(k)c†
B(k)cA(k) + H.c., (1.5)

where

�(k) =
X

↵=1,2,3

eik.�
↵ = 2eik

y

a/2 cos

p
3kxa

2
+ e�ik

y

a. (1.6)

The energy spectrum is given by

E(k) = ±t|�(k)|, (1.7)

which describes a valence band (minus sign) and a conduction band (plus sign) symmetric
with respect to E = 0. Note that this zero of energy corresponds to the common energy of
the atomic orbitals on sublattices A and B. The symmetry is lost if next-nearest neighbor
hopping amplitudes are included. Nevertheless the valence and conduction bands touch at
isolated points of the Brillouin zone obtained by solving the equation �(k) = 0. Those
touching points, also called Dirac points (for a reason explained in the next paragraph),
span an infinite arrays of discrete locations of the reciprocal space. Of course there is a huge
redundancy and all the points linked by a vector of the reciprocal lattice actually describe
the same physical state. There are only two inequivalent Dirac points:

k = ±K = ± 4�

3
p

3a
ex, (1.8)

in the first Brillouin zone. Other solutions of the equation �(k) = 0 can be linked by
a reciprocal lattice vector to one of those two solutions, and therefore describe the same

3

Figure 1.1: Tight-binding model for graphene. Black filled (open) dots for A (B) sublattice. Red
thick arrows for �� (� = 1, 2, 3).

1.1.1 Tight-binding model of graphene

Honeycomb lattice. Graphene consists of a honeycomb lattice of carbon atoms with two interpen-
etrating triangular sublattices, respectively denoted A and B (Fig. ??). Each carbon atom has
six electrons: two electrons in the inner shell 1s, three electrons engaged in the 3 in-plane covalent
bonds sp2, and a single electron in a pz orbital perpendicular to the plane. We are interested in the
two-dimensional fluid formed by the later electrons. Much of the physics of this electronic system is
described by the single orbital tight-binding Hamiltonian:

H0 = t
X

�i,j�

c†
i cj = t

X

rA

X

�=1,2,3

c†
B(rA + ��)cA(rA) + H.c., (1.1)

where the sum hi, ji runs over nearest-neighbors (nn) sites i and j, and t ' �2.7 eV is the hopping
amplitude between the pz orbitals of two adjacent carbon atoms. The operator ci destroys a fermion
in the orbital pz at site i, and is also denoted cA(ri) or cB(ri) depending whether the site i belongs
to A sublattice or B sublattice. The sum over rA runs over the A-sites which form a triangular
Bravais lattice spanned by the basis vectors:
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the fact that those corrections are roughly ten times smaller than the main hopping t.
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etrating triangular sublattices, respectively denoted A and B (Fig. ??). Each carbon atom has
six electrons: two electrons in the inner shell 1s, three electrons engaged in the 3 in-plane covalent
bonds sp2, and a single electron in a pz orbital perpendicular to the plane. We are interested in the
two-dimensional fluid formed by the later electrons. Much of the physics of this electronic system is
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Figure 1.2: Tight-binding model for the Haldane model. Red thick arrows for t
2

ei' and
green thin arrows for t

2

e�i'.

The NNN perturbation is dispersive. Near the Dirac points, one has simply to substi-
tute k = K (or k = �K) as a zero order approximation. Here we focus on states in each
valley and obtain:

X

i=1,2,3

cos(K.bi) = �3

2
,

X

i=1,2,3

sin(±K.bi) = ⌥3
p

3. (1.28)

The part of H
2

which is proportional to the identity just shifts the energies. In contrast
the term proportional to �z, denoted Htrb

2

(k) hereafter, opens a gap at the Dirac points. In
the low energy model, this Haldane mass term is [7]:

Htrb

2

(±K) = �3
p

3t
2

sin � �z�z, (1.29)

which change signs in di�erent valleys. This is at odds with the Semenov insulator where
both valleys are characterized by the same gap. The spectrum is again obtained by squar-
ing the Bloch Hamiltonian Htrb

2

(q) and using the anti commutation property of the Pauli
matrices:

E = ±
q

v2

F p2 + 27t2 sin2 �. (1.30)

This Bloch Hamiltonian breaks time-reversal symmetry because it is odd under the
operator T :

T Htrb

2

(q = 0)T �1 = �Htrb

2

(q = 0), (1.31)

but it is even under P = �x�x. One can notice that this term cancels for � = 0 where the
time-reversal is trivially restored. This is also the case at � = � because ei⇡ = e�i⇡ = �1.

1.2.3 Kekule insulator

The real-valued modulation of the nearest-neighbor hopping amplitude can open a gap
when the wave vector of the modulation is connecting the two valleys. The Hamiltonian is
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etrating triangular sublattices, respectively denoted A and B (Fig. ??). Each carbon atom has
six electrons: two electrons in the inner shell 1s, three electrons engaged in the 3 in-plane covalent
bonds sp2, and a single electron in a pz orbital perpendicular to the plane. We are interested in the
two-dimensional fluid formed by the later electrons. Much of the physics of this electronic system is
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The NNN perturbation is dispersive. Near the Dirac points, one has simply to substi-
tute k = K (or k = �K) as a zero order approximation. Here we focus on states in each
valley and obtain:
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which change signs in di�erent valleys. This is at odds with the Semenov insulator where
both valleys are characterized by the same gap. The spectrum is again obtained by squar-
ing the Bloch Hamiltonian Htrb
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but it is even under P = �x�x. One can notice that this term cancels for � = 0 where the
time-reversal is trivially restored. This is also the case at � = � because ei⇡ = e�i⇡ = �1.

1.2.3 Kekule insulator

The real-valued modulation of the nearest-neighbor hopping amplitude can open a gap
when the wave vector of the modulation is connecting the two valleys. The Hamiltonian is
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where the sum hi, ji runs over nearest-neighbors (NN) sites i and j, and t ' �2.7 eV is the
hopping amplitude between the pz orbitals of two adjacent carbon atoms. The operator ci

destroys a fermion in the orbital pz at site i, and is also denoted cA(ri) or cB(ri) depending
whether the site i belongs to A sublattice or B sublattice. The sum over rA runs over the
A-sites which form a triangular Bravais lattice spanned by the basis vectors:
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where a = 0.142 nm is the length of the carbon-carbon bond. The vectors �↵ defined by
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⇣
±

p
3ex + ey

⌘
, �

3

= �a ey, (1.3)

connect any A-site to its three B-type nearest neighbors. The hopping matrix elements
between next-nearest neighbors (and more distant atoms) are neglected which is justified
by the fact that those corrections are roughly ten times smaller than the main hopping t.

Electronic band structure. Due to translation invariance, the momentum k is a good
quantum number. In order to diagonalize the Hamiltonian Eq. (1.1), we use the Fourier
transformation:

ci(ri) =
1p
N

X

k

e�ik.r
ici(k), (1.4)

for any site i regardless to the sublattice it belongs to, N being the total number of sites.
After substitution, the Hamiltonian Eq. (1.1) becomes diagonal in momentum:

H
0

= t
X

k

�(k)c†
B(k)cA(k) + H.c., (1.5)

where

�(k) =
X

↵=1,2,3

eik.�
↵ = 2eik

y

a/2 cos

p
3kxa

2
+ e�ik

y

a. (1.6)

The energy spectrum is given by

E(k) = ±t|�(k)|, (1.7)

which describes a valence band (minus sign) and a conduction band (plus sign) symmetric
with respect to E = 0. Note that this zero of energy corresponds to the common energy of
the atomic orbitals on sublattices A and B. The symmetry is lost if next-nearest neighbor
hopping amplitudes are included. Nevertheless the valence and conduction bands touch at
isolated points of the Brillouin zone obtained by solving the equation �(k) = 0. Those
touching points, also called Dirac points (for a reason explained in the next paragraph),
span an infinite arrays of discrete locations of the reciprocal space. Of course there is a huge
redundancy and all the points linked by a vector of the reciprocal lattice actually describe
the same physical state. There are only two inequivalent Dirac points:

k = ±K = ± 4�

3
p

3a
ex, (1.8)

in the first Brillouin zone. Other solutions of the equation �(k) = 0 can be linked by
a reciprocal lattice vector to one of those two solutions, and therefore describe the same

3

reversal invariance and include the spin in a nontrivial way. Their idea launched the field
of time-reversal invariant insulators which as grown rapidly since then [20, 21, 22, 23].

3.1.1 Intrinsic spin-orbit coupling

We discuss first the idealized situation of a spin-orbit coupling that still conserves one com-
ponent of the electronic spin. In their seminal paper, C.L. Kane and E.G. Mele introduced
the following lattice model for spinfull electrons on the honeycomb lattice [13]:

H = t
X

hi,ji

c†
i↵cj↵ + it

2

X

hhi,jii

�ijc
†
i↵(sz)↵�cj�, (3.1)

where the Pauli matrix sz refers to the physical spin of electrons, and the summation
over repeated spin index (�, �) is implied. The next-nearest neighbor (NNN) hopping
term describes a spin-orbit coupling between the spin direction and the chirality �ij of the
circulating electrons.

Two copies of the Haldane insulator. Since [H, sz] = 0, the model Eq.(3.1) can be decou-
pled into two subsystems for spin up (sz = 1) and spin-down (sz = �1) respectively. The
Hamiltonian for spin-up (resp. spin-down) electrons is the Haldane Hamiltonian Eq.(1.24)
with � = �/2 (resp. � = ��/2). Hence many properties can be deduced from our knowl-
edge of the Haldane model for spinless fermions (chapter 2).

Insulator in the bulk. Firstly, the system is gapped in the bulk. Indeed the low-energy
theory of the lattice Hamiltonian Eq.(3.1) is directly derived from Eq.(1.29):

H
so

= �
so

�z�zsz, (3.2)

where �
so

= �3
p

3t
2

. This perturbation anticommutes with the kinetic Hamiltonian H
0

,
and therefore opens a gap at the Dirac points. For each spin specie, there is a mass inversion
between the two valleys m

K↵ = �m�K↵ as in the Haldane model. Nevertheless the global
electronic system is a time-reversal invariant insulator in the bulk because m

K↵ = m�K�↵.
m�K

= �m
K

m�K

= m
K

More formally one can consider the action of the time-reversal operator T on the pertur-
bation Eq.(3.2). For spinless electrons on the honeycomb lattice, this operator is T = �xK
where �x switches the valleys and K is the complex conjugation (see chapter 1). For spinfull
electrons it is

T = �xisyK, (3.3)

where the additional factor isy produces the reversal of the electronic spin. It is clear that
the mass term �

so

�z�zsz is now even under T because both �z and sz change signs under
time-reversal (�x�z�x = ��z and syszsy = �sz). Finally we have seen that a perturbation
that respects the fundamental symmetries of graphene (T and P) can open a gap owing to
the presence of spin. Generally speaking including additional internal degrees of freedom
leads to an increase of the number of various possible mass terms. For spinless fermions on
the honeycomb lattice, there are only 4 possible mass terms (Semenov, Haldane and two
Kekule distortions) and they all break some symmetry. When the spin is included, there are
16 di�erent masses, some of them breaks some symmetries while others, like the Kane-Mele
mass, respect all the symmetries [12].

Edge states. Each subsystem develops a spin-polarized chiral edge state whose circulat-
ing direction is tied to the sign of � (see chapter 2). Hence the global Kane-Mele system
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where the sum hi, ji runs over nearest-neighbors (NN) sites i and j, and t ' �2.7 eV is the
hopping amplitude between the pz orbitals of two adjacent carbon atoms. The operator ci

destroys a fermion in the orbital pz at site i, and is also denoted cA(ri) or cB(ri) depending
whether the site i belongs to A sublattice or B sublattice. The sum over rA runs over the
A-sites which form a triangular Bravais lattice spanned by the basis vectors:
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connect any A-site to its three B-type nearest neighbors. The hopping matrix elements
between next-nearest neighbors (and more distant atoms) are neglected which is justified
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Figure 1.1: Tight-binding model for graphene. Black filled (open) dots for A (B) sublattice. Red
thick arrows for �� (� = 1, 2, 3).

1.1.1 Tight-binding model of graphene

Honeycomb lattice. Graphene consists of a honeycomb lattice of carbon atoms with two interpen-
etrating triangular sublattices, respectively denoted A and B (Fig. ??). Each carbon atom has
six electrons: two electrons in the inner shell 1s, three electrons engaged in the 3 in-plane covalent
bonds sp2, and a single electron in a pz orbital perpendicular to the plane. We are interested in the
two-dimensional fluid formed by the later electrons. Much of the physics of this electronic system is
described by the single orbital tight-binding Hamiltonian:

H0 = t
X

�i,j�

c†
i cj = t

X

rA

X

�=1,2,3

c†
B(rA + ��)cA(rA) + H.c., (1.1)

where the sum hi, ji runs over nearest-neighbors (nn) sites i and j, and t ' �2.7 eV is the hopping
amplitude between the pz orbitals of two adjacent carbon atoms. The operator ci destroys a fermion
in the orbital pz at site i, and is also denoted cA(ri) or cB(ri) depending whether the site i belongs
to A sublattice or B sublattice. The sum over rA runs over the A-sites which form a triangular
Bravais lattice spanned by the basis vectors:

a1 =
p

3a ex, a2 =
a

2

⇣p
3ex + 3ey

⌘
, (1.2)

where a = 0.142 nm is the length of the carbon-carbon bond. The vectors �� defined by

�1,2 =
a

2

⇣
±

p
3ex + ey

⌘
, �3 = �a ey, (1.3)

connect any A-site to its three B-type nearest neighbors. The hopping matrix elements between
next-nearest neighbors (and even more distant atoms) are neglected which is roughly justified by
the fact that those corrections are roughly ten times smaller than the main hopping t.
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1.1.1 Tight-binding model of graphene

Honeycomb lattice. Graphene consists of a honeycomb lattice of carbon atoms with two interpen-
etrating triangular sublattices, respectively denoted A and B (Fig. ??). Each carbon atom has
six electrons: two electrons in the inner shell 1s, three electrons engaged in the 3 in-plane covalent
bonds sp2, and a single electron in a pz orbital perpendicular to the plane. We are interested in the
two-dimensional fluid formed by the later electrons. Much of the physics of this electronic system is
described by the single orbital tight-binding Hamiltonian:
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X
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c†
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�=1,2,3

c†
B(rA + ��)cA(rA) + H.c., (1.1)

where the sum hi, ji runs over nearest-neighbors (nn) sites i and j, and t ' �2.7 eV is the hopping
amplitude between the pz orbitals of two adjacent carbon atoms. The operator ci destroys a fermion
in the orbital pz at site i, and is also denoted cA(ri) or cB(ri) depending whether the site i belongs
to A sublattice or B sublattice. The sum over rA runs over the A-sites which form a triangular
Bravais lattice spanned by the basis vectors:
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, (1.2)

where a = 0.142 nm is the length of the carbon-carbon bond. The vectors �� defined by
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⌘
, �3 = �a ey, (1.3)

connect any A-site to its three B-type nearest neighbors. The hopping matrix elements between
next-nearest neighbors (and even more distant atoms) are neglected which is roughly justified by
the fact that those corrections are roughly ten times smaller than the main hopping t.
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Figure 1.2: Tight-binding model for the Haldane model. Red thick arrows for t
2

ei' and
green thin arrows for t

2

e�i'.

The NNN perturbation is dispersive. Near the Dirac points, one has simply to substi-
tute k = K (or k = �K) as a zero order approximation. Here we focus on states in each
valley and obtain:
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3. (1.28)

The part of H
2

which is proportional to the identity just shifts the energies. In contrast
the term proportional to �z, denoted Htrb
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(k) hereafter, opens a gap at the Dirac points. In
the low energy model, this Haldane mass term is [7]:
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which change signs in di�erent valleys. This is at odds with the Semenov insulator where
both valleys are characterized by the same gap. The spectrum is again obtained by squar-
ing the Bloch Hamiltonian Htrb

2

(q) and using the anti commutation property of the Pauli
matrices:

E = ±
q

v2

F p2 + 27t2 sin2 �. (1.30)

This Bloch Hamiltonian breaks time-reversal symmetry because it is odd under the
operator T :

T Htrb

2

(q = 0)T �1 = �Htrb

2

(q = 0), (1.31)

but it is even under P = �x�x. One can notice that this term cancels for � = 0 where the
time-reversal is trivially restored. This is also the case at � = � because ei⇡ = e�i⇡ = �1.

1.2.3 Kekule insulator

The real-valued modulation of the nearest-neighbor hopping amplitude can open a gap
when the wave vector of the modulation is connecting the two valleys. The Hamiltonian is
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Figure 1.1: Tight-binding model for graphene. Black filled (open) dots for A (B) sublattice. Red
thick arrows for �� (� = 1, 2, 3).

1.1.1 Tight-binding model of graphene

Honeycomb lattice. Graphene consists of a honeycomb lattice of carbon atoms with two interpen-
etrating triangular sublattices, respectively denoted A and B (Fig. ??). Each carbon atom has
six electrons: two electrons in the inner shell 1s, three electrons engaged in the 3 in-plane covalent
bonds sp2, and a single electron in a pz orbital perpendicular to the plane. We are interested in the
two-dimensional fluid formed by the later electrons. Much of the physics of this electronic system is
described by the single orbital tight-binding Hamiltonian:

H0 = t
X

�i,j�

c†
i cj = t

X

rA

X

�=1,2,3

c†
B(rA + ��)cA(rA) + H.c., (1.1)

where the sum hi, ji runs over nearest-neighbors (nn) sites i and j, and t ' �2.7 eV is the hopping
amplitude between the pz orbitals of two adjacent carbon atoms. The operator ci destroys a fermion
in the orbital pz at site i, and is also denoted cA(ri) or cB(ri) depending whether the site i belongs
to A sublattice or B sublattice. The sum over rA runs over the A-sites which form a triangular
Bravais lattice spanned by the basis vectors:

a1 =
p

3a ex, a2 =
a

2

⇣p
3ex + 3ey

⌘
, (1.2)

where a = 0.142 nm is the length of the carbon-carbon bond. The vectors �� defined by

�1,2 =
a

2

⇣
±

p
3ex + ey

⌘
, �3 = �a ey, (1.3)

connect any A-site to its three B-type nearest neighbors. The hopping matrix elements between
next-nearest neighbors (and even more distant atoms) are neglected which is roughly justified by
the fact that those corrections are roughly ten times smaller than the main hopping t.
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Figure 1.1: Tight-binding model for graphene. Black filled (open) dots for A (B) sublattice. Red
thick arrows for �� (� = 1, 2, 3).
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six electrons: two electrons in the inner shell 1s, three electrons engaged in the 3 in-plane covalent
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amplitude between the pz orbitals of two adjacent carbon atoms. The operator ci destroys a fermion
in the orbital pz at site i, and is also denoted cA(ri) or cB(ri) depending whether the site i belongs
to A sublattice or B sublattice. The sum over rA runs over the A-sites which form a triangular
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connect any A-site to its three B-type nearest neighbors. The hopping matrix elements between
next-nearest neighbors (and even more distant atoms) are neglected which is roughly justified by
the fact that those corrections are roughly ten times smaller than the main hopping t.

2

Figure 1.2: Tight-binding model for the Haldane model. Red thick arrows for t
2

ei' and
green thin arrows for t

2

e�i'.

The NNN perturbation is dispersive. Near the Dirac points, one has simply to substi-
tute k = K (or k = �K) as a zero order approximation. Here we focus on states in each
valley and obtain:

X

i=1,2,3

cos(K.bi) = �3

2
,

X

i=1,2,3

sin(±K.bi) = ⌥3
p

3. (1.28)

The part of H
2

which is proportional to the identity just shifts the energies. In contrast
the term proportional to �z, denoted Htrb

2

(k) hereafter, opens a gap at the Dirac points. In
the low energy model, this Haldane mass term is [7]:

Htrb

2

(±K) = �3
p

3t
2

sin � �z�z, (1.29)

which change signs in di�erent valleys. This is at odds with the Semenov insulator where
both valleys are characterized by the same gap. The spectrum is again obtained by squar-
ing the Bloch Hamiltonian Htrb

2

(q) and using the anti commutation property of the Pauli
matrices:

E = ±
q

v2

F p2 + 27t2 sin2 �. (1.30)

This Bloch Hamiltonian breaks time-reversal symmetry because it is odd under the
operator T :

T Htrb

2

(q = 0)T �1 = �Htrb

2

(q = 0), (1.31)

but it is even under P = �x�x. One can notice that this term cancels for � = 0 where the
time-reversal is trivially restored. This is also the case at � = � because ei⇡ = e�i⇡ = �1.

1.2.3 Kekule insulator

The real-valued modulation of the nearest-neighbor hopping amplitude can open a gap
when the wave vector of the modulation is connecting the two valleys. The Hamiltonian is
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where the sum hi, ji runs over nearest-neighbors (NN) sites i and j, and t ' �2.7 eV is the
hopping amplitude between the pz orbitals of two adjacent carbon atoms. The operator ci

destroys a fermion in the orbital pz at site i, and is also denoted cA(ri) or cB(ri) depending
whether the site i belongs to A sublattice or B sublattice. The sum over rA runs over the
A-sites which form a triangular Bravais lattice spanned by the basis vectors:

a
1

=
p

3a ex, a
2

=
a

2

⇣p
3ex + 3ey

⌘
, (1.2)

where a = 0.142 nm is the length of the carbon-carbon bond. The vectors �↵ defined by

�
1,2 =

a

2

⇣
±

p
3ex + ey

⌘
, �

3

= �a ey, (1.3)

connect any A-site to its three B-type nearest neighbors. The hopping matrix elements
between next-nearest neighbors (and more distant atoms) are neglected which is justified
by the fact that those corrections are roughly ten times smaller than the main hopping t.

Electronic band structure. Due to translation invariance, the momentum k is a good
quantum number. In order to diagonalize the Hamiltonian Eq. (1.1), we use the Fourier
transformation:

ci(ri) =
1p
N

X

k

e�ik.r
ici(k), (1.4)

for any site i regardless to the sublattice it belongs to, N being the total number of sites.
After substitution, the Hamiltonian Eq. (1.1) becomes diagonal in momentum:

H
0

= t
X

k

�(k)c†
B(k)cA(k) + H.c., (1.5)

where

�(k) =
X

↵=1,2,3

eik.�
↵ = 2eik

y

a/2 cos

p
3kxa

2
+ e�ik

y

a. (1.6)

The energy spectrum is given by

E(k) = ±t|�(k)|, (1.7)

which describes a valence band (minus sign) and a conduction band (plus sign) symmetric
with respect to E = 0. Note that this zero of energy corresponds to the common energy of
the atomic orbitals on sublattices A and B. The symmetry is lost if next-nearest neighbor
hopping amplitudes are included. Nevertheless the valence and conduction bands touch at
isolated points of the Brillouin zone obtained by solving the equation �(k) = 0. Those
touching points, also called Dirac points (for a reason explained in the next paragraph),
span an infinite arrays of discrete locations of the reciprocal space. Of course there is a huge
redundancy and all the points linked by a vector of the reciprocal lattice actually describe
the same physical state. There are only two inequivalent Dirac points:

k = ±K = ± 4�

3
p

3a
ex, (1.8)

in the first Brillouin zone. Other solutions of the equation �(k) = 0 can be linked by
a reciprocal lattice vector to one of those two solutions, and therefore describe the same

3

reversal invariance and include the spin in a nontrivial way. Their idea launched the field
of time-reversal invariant insulators which as grown rapidly since then [20, 21, 22, 23].

3.1.1 Intrinsic spin-orbit coupling

We discuss first the idealized situation of a spin-orbit coupling that still conserves one com-
ponent of the electronic spin. In their seminal paper, C.L. Kane and E.G. Mele introduced
the following lattice model for spinfull electrons on the honeycomb lattice [13]:

H = t
X

hi,ji

c†
i↵cj↵ + it

2

X

hhi,jii

�ijc
†
i↵(sz)↵�cj�, (3.1)

where the Pauli matrix sz refers to the physical spin of electrons, and the summation
over repeated spin index (�, �) is implied. The next-nearest neighbor (NNN) hopping
term describes a spin-orbit coupling between the spin direction and the chirality �ij of the
circulating electrons.

Two copies of the Haldane insulator. Since [H, sz] = 0, the model Eq.(3.1) can be decou-
pled into two subsystems for spin up (sz = 1) and spin-down (sz = �1) respectively. The
Hamiltonian for spin-up (resp. spin-down) electrons is the Haldane Hamiltonian Eq.(1.24)
with � = �/2 (resp. � = ��/2). Hence many properties can be deduced from our knowl-
edge of the Haldane model for spinless fermions (chapter 2).

Insulator in the bulk. Firstly, the system is gapped in the bulk. Indeed the low-energy
theory of the lattice Hamiltonian Eq.(3.1) is directly derived from Eq.(1.29):

H
so

= �
so

�z�zsz, (3.2)

where �
so

= �3
p

3t
2

. This perturbation anticommutes with the kinetic Hamiltonian H
0

,
and therefore opens a gap at the Dirac points. For each spin specie, there is a mass inversion
between the two valleys m

K↵ = �m�K↵ as in the Haldane model. Nevertheless the global
electronic system is a time-reversal invariant insulator in the bulk because m

K↵ = m�K�↵.
m�K

= �m
K

m�K

= m
K

More formally one can consider the action of the time-reversal operator T on the pertur-
bation Eq.(3.2). For spinless electrons on the honeycomb lattice, this operator is T = �xK
where �x switches the valleys and K is the complex conjugation (see chapter 1). For spinfull
electrons it is

T = �xisyK, (3.3)

where the additional factor isy produces the reversal of the electronic spin. It is clear that
the mass term �

so

�z�zsz is now even under T because both �z and sz change signs under
time-reversal (�x�z�x = ��z and syszsy = �sz). Finally we have seen that a perturbation
that respects the fundamental symmetries of graphene (T and P) can open a gap owing to
the presence of spin. Generally speaking including additional internal degrees of freedom
leads to an increase of the number of various possible mass terms. For spinless fermions on
the honeycomb lattice, there are only 4 possible mass terms (Semenov, Haldane and two
Kekule distortions) and they all break some symmetry. When the spin is included, there are
16 di�erent masses, some of them breaks some symmetries while others, like the Kane-Mele
mass, respect all the symmetries [12].

Edge states. Each subsystem develops a spin-polarized chiral edge state whose circulat-
ing direction is tied to the sign of � (see chapter 2). Hence the global Kane-Mele system
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Figure 1.3: Low energy dispersion for the Semenov insulator and Haldane
insulator.
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Rashba-controlled backscattering along an interacting helical edge

(Dated: November 21, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe

the QSH edge state physics, it should be desirable to G1 = g e

2

h

G1 = e

2

h

p
j

= �i~@
xj

p+

t2e
i⌫�

✏
A

= ✏
B

(1)

i~@ 
@t

=
�
c~↵.~p+ �mc2

�
 (2)

i~@ 
@t

= H
D

 (3)

H = d
x

(~k)�
x

+ d
y

(~k)�
y

(4)

H = d
x

(~k)�
x

+ d
y

(~k)�
y

+ d
z

(~k)�
z

(5)

E(~k) = ±|~d(~k)| (6)

H
D

= �i~c~↵.@
~r

+ �mc2 (7)

H
D

= �i~v~↵.�~k + �mc2 (8)

d
z

(± ~K) = M1 ⌥ 3
p
3t2 sin� (9)

H
W

= �i~c~↵.@
~r

(10)

On the transition line



Interfaces between insulators
Now in order to obtain the wave function and dispersion E(k

y

) of this
edge mode, let us restore finite energy E and parallel momentum k

y

in
Eq.(2.26). Without further calculation one notice that the zero mode at
k

y

= 0 is also eigenstate of ~v
F

k
y

�
y

, and therefore its expression is still valid
at finite energy and momentum with the dispersion:

E = �sign(⇠M
S

)~v
F

k
y

= sign(M
H

)~v
F

k
y

. (2.31)

The edge mode is chiral and shows up in the valley that is experiencing a
mass inversion at the interface. In the limit of large M

S

, the Semenov insu-
lator can represent the vacuum. By reproducing this calculation for various
orientation of the interface it is easy to demonstrate that the Haldane insu-
lator is surrounded by a 1D edge chiral edge mode that circulates clockwise
if sign(M

S

M
H

) is positive, and anti-clowise for negative M
S

M
H

. Note that
if we assume that the vacuum is represented by a large positive M

S

, then
the sign of M

S

M
H

is simply the sign of M
H

= �3
p

3t2 sin(�) which is set
by the chirality of the flux pattern in the microscopic Haldane model (see
chapter 2).

2.3.2 Kink in the Haldane mass

As was the previous one, this section might be a bit academic since it requires
to make a junction between two Haldane insulators with opposite chiralities
while there is not yet any experimental evidence of a Haldane phase in
graphene. Nevertheless we think one can learn a lot from those simple toy
models.

The full wave equation for the Haldane kink reads:
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) = E , (2.32)

where M
H

(x) is a real monotonic function describing a kink with M
H

(1)
positive and M

H

(�1) negative hereafter (the opposite case can be treated
similarly). We take the origin x = 0 where M(x) has its zero. We expect
that a bound state might show up near x = 0 because the insulator becomes
”locally” gapless there.

We first look for a E = 0 solution at k
y

= 0 by solving the equation:
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By multiplying each side by �i�
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, it is obtained:
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 , (2.34)
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Figure 6. Left panel: Interface between the Semenov insulator (x < 0, light green) and the Haldane insulator (x > 0, yellow).
There is always a zero-energy bound state located near the interface x = 0. Right panel: dispersion E(ky) = sign(MH)~vF ky

of the chiral edge mode along the y�axis (solid green arrow).

~vF /max(MS , MH). The two sets of Pauli matrices �i and ⌧i represent respectively the sublattice isospin
and the valley degrees of freedom.

One first shows the existence of a zero energy solution at ky = 0, by solving the equation:

~vF @x (x) = �i�
1

⌧
3

M(x) (x), (66)

obtained by multiplying both sides of Eq. (65) by i�
1

⌧
3

. In the region x > 0, this equation reads:

~vF @x = ��
2

MH , (67)

and the bounded solution (decaying at x ! 1) is the eigenstate of �
2

with eigenvalue sign(MH)
For x < 0, there is an additional valley matrix ⌧

3

in the wave equation:

~vF @x = ��
2

⌧
3

MS , (68)

and the corresponding bounded solution is the eigenstate of �
2

with the eigenvalue: -sign(⇠MS). So the
matching is possible, and there is a zero mode at the boundary (x = 0), only if the two solutions above
correspond to the same eigenvalue of �

2

, namely if

sign(MH) = �sign(⇠MS). (69)

For any choice of the masses, this equality is always valid in one valley which is fixed by the relative signs of
MH and MS . Therefore one always obtains a zero mode which is polarized in the valley ⇠ = �sign(MSMH).

Now in order to obtain the wave function and dispersion E(ky) of this edge mode, let us restore finite
energy E and parallel momentum ky in Eq.(65). Without any further calculation, one simply notices that
the zero mode at ky = 0 is also eigenstate of ~vF ky�

2

, and therefore the expression of its wave function is
still valid at finite energy and momentum with the dispersion:

E = �sign(⇠MS)~vF ky = sign(MH)~vF ky. (70)

The edge mode is chiral and shows up in the valley that is experiencing a mass inversion at the interface. In
the limit of large MS , the Semenov insulator can represent the vacuum. By reproducing this calculation for
various orientation of the interface it is easy to demonstrate that the Haldane insulator is surrounded by a
1D edge chiral edge mode that circulates clockwise if sign(MSMH) is positive, and anti-clowise for negative
MSMH . Note that if we assume that the vacuum is represented by a large positive MS , then the sign of
MSMH is simply the sign of MH = �3

p
3t

2

sin(�) which is set by the chirality of the flux pattern in the
microscopic Haldane model.
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III)- Graphene: 


massive Dirac fermions with spin

How to provide a mass to Dirac fermions  
without breaking T or P ?



Dirac mass 3: Kane-Mele model

In 2004,  Kane and Mele realized that it is possible to open gaps without 
breaking any of the fundamental symmetries (P, T). 

Their initial motivation: combining spin Hall effect + graphene

Spin up electron flow

Spin down electron flow

longitudinal current



Spin-dependent complex hopping

The idea is to restore time-reversal invariance  
by gathering two copies of the Haldane model

This corresponds to spin-orbit coupling

Same pattern on B sites 

Fractional topological phases and broken time reversal symmetry in strained graphene
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Figure 1.1: Tight-binding model for graphene. Black filled (open) dots for A (B) sublattice. Red
thick arrows for �↵ (↵ = 1, 2, 3).

1.1.1 Tight-binding model of graphene

Honeycomb lattice. Graphene consists of a honeycomb lattice of carbon atoms with two interpen-
etrating triangular sublattices, respectively denoted A and B (Fig. ??). Each carbon atom has
six electrons: two electrons in the inner shell 1s, three electrons engaged in the 3 in-plane covalent
bonds sp2, and a single electron in a pz orbital perpendicular to the plane. We are interested in the
two-dimensional fluid formed by the later electrons. Much of the physics of this electronic system is
described by the single orbital tight-binding Hamiltonian:
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where the sum hi, ji runs over nearest-neighbors (nn) sites i and j, and t ' �2.7 eV is the hopping
amplitude between the pz orbitals of two adjacent carbon atoms. The operator ci destroys a fermion
in the orbital pz at site i, and is also denoted cA(ri) or cB(ri) depending whether the site i belongs
to A sublattice or B sublattice. The sum over rA runs over the A-sites which form a triangular
Bravais lattice spanned by the basis vectors:
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connect any A-site to its three B-type nearest neighbors. The hopping matrix elements between
next-nearest neighbors (and even more distant atoms) are neglected which is roughly justified by
the fact that those corrections are roughly ten times smaller than the main hopping t.
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Figure 1.2: Tight-binding model for the Haldane model. Red thick arrows for t2e
i� and

green thin arrows for t2e
�i�.

The NNN perturbation is dispersive. Near the Dirac points, one has simply to substi-
tute k = K (or k = �K) as a zero order approximation. Here we focus on states in each
valley and obtain:

X
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cos(K.b
i

) = �3

2
,

X

i=1,2,3

sin(±K.b
i

) = ⌥3
p

3. (1.28)

The part of H2 which is proportional to the identity just shifts the energies. In contrast
the term proportional to �

z

, denoted Htrb
2 (k) hereafter, opens a gap at the Dirac points. In

the low energy model, this Haldane mass term is [7]:

Htrb
2 (±K) = �3

p
3t2 sin � �

z

⌧
z

, (1.29)

which change signs in di↵erent valleys. This is at odds with the Semenov insulator where
both valleys are characterized by the same gap. The spectrum is again obtained by squar-
ing the Bloch Hamiltonian Htrb

2 (q) and using the anti commutation property of the Pauli
matrices:

E = ±
q

v2
F

p2 + 27t2 sin2 �. (1.30)

This Bloch Hamiltonian breaks time-reversal symmetry because it is odd under the
operator T :

T Htrb
2 (q = 0)T �1 = �Htrb

2 (q = 0), (1.31)

but it is even under P = ⌧
x

�
x

. One can notice that this term cancels for � = 0 where the
time-reversal is trivially restored. This is also the case at � = ⇡ because ei� = e�i� = �1.

1.2.3 Kekule insulator

The real-valued modulation of the nearest-neighbor hopping amplitude can open a gap
when the wave vector of the modulation is connecting the two valleys. The Hamiltonian is

8
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Figure 1. Left panel: Graphene honeycomb lattice structure. Red open (green filled) dots for A (B) sublattice. The red thick
arrows denote the vectors �↵ (↵ = 1, 2, 3) connecting of a given site to its three nearest neighbors. The black arrows are the
basis vectors a1 and a2 of the Bravais lattice. The distance between two sites is a = 0.142 nm and the surface of the unit cell
is Acell = 3

p
3a

2
/2. Right panel: Section of the electronic energy dispersion E(k) = ±|d(k)| of graphene for ky = 0, showing

the two Dirac points at k = ±K.

and a single electron occupying the pz orbital perpendicular to the plane. Much of the physics of graphene
is related to the (2D) two-dimensional fluid formed by those pz electrons. It is thus natural to use a single
orbital tight-binding Hamiltonian:

H
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c†
B(rA + �↵)cA(rA) + H.c., (20)

where t ' �2.7 eV is the hopping amplitude between the pz orbitals of two adjacent carbon atoms. The
operator ca(ri) destroys a fermion in the orbital pz at site ri, with a = A, B indicating the sublattice. The
sum over rA runs over the A-sites which form a triangular Bravais lattice spanned by the basis vectors:

a
1

=
p

3a ex, a
2

=
a

2

⇣p
3ex + 3ey

⌘
, (21)

where a = 0.142 nm is the length of the carbon-carbon bond. The vectors �↵ defined by

�
1,2 =

a

2

⇣
±

p
3ex + ey

⌘
, �

3

= �a ey, (22)

connect any A-site to its three B-type nearest neighbors (Fig. 3.1). The hopping matrix elements between
next-nearest neighbors are neglected, which is justified by the fact that those corrections are roughly ten
times smaller than the main hopping t.

Owing to translation invariance, the two-dimensional quasi-momentum k = (kx, ky) is a good quantum
number. In order to diagonalize the Hamiltonian Eq. (20), we use the Fourier transformation:
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where a = A, B is the sublattice index and N is the total number of sites. After substitution of Eq.(23), the
Hamiltonian Eq. (20) becomes diagonal in momentum and reads:
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where k is restricted to the first Brillouin zone (BZ). The Bloch Hamiltonian h
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(k), which acts on the
sublattice isospin, is given by
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Rashba-controlled backscattering along an interacting helical edge
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I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe
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Kane-Mele model

Two counter propagating edge states

Spin-orbit coupling

of K and K0 are both at k ! 0. It is interesting to note that
for zigzag edges the edge states persist for !so ! 0, where
they become perfectly flat [16]. This leads to an enhanced
density of states at the Fermi energy associated with zigzag
edges. This has been recently seen in scanning tunneling
spectroscopy of graphite surfaces [17].

We have also considered a nearest neighbor Rashba
term, of the form iẑ " #s!" $ d%cyi!cj". This violates the
conservation of sz, so that the Laughlin argument no longer
applies. Nonetheless, we find that the gapless edge states
remain, provided #R <!so, so that the bulk band gap
remains intact. The crossing of the edge states at the
Brillouin zone boundary kx ! $=a in Fig. 1 (or at k ! 0
for the armchair edge) is protected by time reversal sym-
metry. The two states at kx ! $=a form a Kramers doublet
whose degeneracy cannot be lifted by any time reversal
symmetric perturbation. Moreover, the degenerate states at
kx ! $=a& q are a Kramers doublet. This means that
elastic backscattering from a random potential is forbid-
den. More generally, scattering from a region of disorder
can be characterized by a 2$ 2 unitary S matrix which
relates the incoming and outgoing states: "out ! S"in,
where " is a two component spinor consisting of the left
and right moving edge states %L",%R#. Under time reversal
"in;out ! sy"'out;in. Time reversal symmetry therefore im-
poses the constraint S ! sySTsy, which rules out any off
diagonal elements.

Electron interactions can lead to backscattering. For
instance, the term u yL"@x 

y
L" R#@x R#, does not violate

time reversal, and will be present in an interacting
Hamiltonian. For weak interactions this term is irrelevant
under the renormalization group, since its scaling dimen-
sion is ! ! 4. It thus will not lead to an energy gap or to
localization. Nonetheless, it allows inelastic backscatter-
ing. To leading order in u it gives a finite conductivity of
the edge states, which diverges at low temperature as
u(2T3(2! [18]. Since elastic backscattering is prevented
by time reversal there are no relevant backscattering pro-
cesses for weak interactions. This stability against inter-

actions and disorder distinguishes the spin filtered edge
states from ordinary one-dimensional wires, which are
localized by weak disorder.

A parallel magnetic field Hk breaks time reversal and
leads to an avoided crossing of the edge states. Hk also
reduces the symmetry, allowing terms in the Hamiltonian
which provide a continuously gapped path connecting the
states generated by &z'zsz and &z. Thus in addition to
gapping the edge states Hk eliminates the topological
distinction between the QSH phase and a simple insulator.

The spin filtered edge states have important consequen-
ces for both the transport of charge and spin. In the limit of
low temperature we may ignore the inelastic backscatter-
ing processes, and describe the ballistic transport in the
edge states within a Landauer-Büttiker [19] framework.
For a two terminal geometry [Fig. 2(a)], we predict a
ballistic two terminal charge conductance G ! 2e2=h.
For the spin filtered edge states the edge current density
is related to the spin density, since both depend on nR" (
nL#. Thus the charge current is accompanied by spin accu-
mulation at the edges. The interplay between charge and
spin can be probed in a multiterminal device. Define the
multiterminal spin conductance by Isi !

P
jGs

ijVj. Time
reversal symmetry requires Gs

ji ! (Gs
ij, and from

Fig. 2(b) it is clear thatGs
ij ! &e=4$ for adjacent contacts

i and j. In the four terminal geometry of Fig. 2(b) a spin
current Is ! eV=4$ flows into the right contact. This
geometry can also be used to measure a spin current. A
spin current incident from the left (injected, for instance,

V/2

V

-V/2

0

0 0

(b)

(a)

I

Is

FIG. 2. Schematic diagrams showing (a) two terminal and
(b) four terminal measurement geometries. In (a) a charge
current I ! #2e2=h% V flows into the right lead. In (b) a spin
current Is ! #e=4$% V flows into the right lead. The diagrams to
the right indicate the population of the edge states.
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FIG. 1. (a) One-dimensional energy bands for a strip of gra-
phene (shown in inset) modeled by (7) with t2=t ! 0:03. The
bands crossing the gap are spin filtered edge states.
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Quantum Spin Hall insulator

Spin-conserving model: two copies of Haldane model

J. Cayssol / C. R. Physique 14 (2013) 760–778 769

Fig. 3. Haldane insulator (see Section 4.3) is characterized by a robust chiral edge state (green arrows). It belongs to the wider class of Chern insulators
characterized by the presence of bands carrying a finite Chern number. The tilted (blue) arrows refer to the unique spin direction (fermions are assumed
to be spinless, i.e. totally spin-polarized). Color online.

4.4. Kane–Mele model and quantum-spin Hall insulators (spinful electrons)

We have seen that the Haldane model for spinless fermions on the honeycomb lattice (as all other Chern insulator
models) breaks time-reversal symmetry and exhibits the topologically protected integer quantum Hall effect [23]. In 2005,
C.L. Kane and E.G. Mele proposed a generalization of the Haldane model that respects time-reversal invariance and includes
the spin via the spin–orbit interaction. Their idea launched the field of time-reversal invariant topological insulators which
has known a rapid expansion since then [9–12]. In the absence of spin–orbit coupling, the Dirac points of graphene are
protected by the combination of two fundamental discrete symmetries: time-reversal and space inversion. This situation is
drastically changed when the spin is coupled to electronic motion: intrinsic spin–orbit coupling does open a gap at the Dirac
points without breaking any of those fundamental symmetries [14,15]. The resulting insulator, the so-called Quantum Spin
Hall (QSH), is a novel state of electronic matter that cannot be adiabatically connected to a trivial atomic insulator without
closing (and re-opening) the bulk gap. Note that the terminology “Quantum Spin Hall insulator” can be misleading in the
following sense: the QSH insulator refers to a new insulating state that is very different from the doped semiconductors
exhibiting the so-called intrinsic spin Hall effect [52–55]. Nevertheless, if the Fermi level is raised into the 2D conduction
or valence bands, the Kane–Mele insulator becomes a doped semiconductor with strong Berry phase effects causing the
intrinsic (band induced) spin Hall effect.

Bulk physics. In their seminal paper, C.L. Kane and E.G. Mele first discussed the lattice model for spinful electrons on the
honeycomb lattice [14] described by the Hamiltonian:

H = t
∑

⟨i, j⟩
c†

iαc jα + it2
∑

⟨⟨i, j⟩⟩
νi jc

†
iα(s3)αβc jβ (45)

where i, j denote the sites of the honeycomb lattice, the Pauli matrix s3 refers to the physical spin of electrons, and the
summation over repeated spin index (α,β) is implied. The first term is a sum over the nearest-neighbor sites, denoted
⟨⟨i, j⟩⟩, which defines the usual tight binding model for graphene (see Section 3). The second term, introduced by Kane
and Mele, is a sum over next-nearest neighbors (⟨⟨i, j⟩⟩) where the hopping term it2νi j s3 describes a spin–orbit coupling
between the spin direction s3 = ±1 (units of h̄/2) and the “chirality” νi j = ±1 of the circulating electrons. This can be seen
as a L.S coupling where the “orbital momentum L” would be associated with the chirality. Since [H, sz] = 0, the model
Eq. (45) can be decoupled into two subsystems for spin-up (s3 = 1) and spin-down (s3 = −1) respectively. The Hamiltonian
for spin-up (resp. spin-down) electrons is the Haldane Hamiltonian, Eq. (39), with φ = π/2 (resp. φ = −π/2). Hence many
properties can be deduced from our knowledge of the Haldane model for spinless fermions. Firstly, the system is gapped in
the bulk. Indeed the low-energy theory of the lattice Hamiltonian Eq. (45) is directly derived from Eq. (42):

Hso = &soσ3τ3s3 (46)

where &so = −3
√

3t2. This perturbation anticommutes with the kinetic Hamiltonian H0, and therefore opens a gap at the
Dirac points. For spinless electrons on the honeycomb lattice, the time-reversal operator is T = τ1 K , where τ1 switches the
valleys and K is the complex conjugation. For spinful electrons, it is:

T = τ1is2 K (47)

where the additional factor is2 produces the reversal of the electronic spin. It is clear that the mass term &soσ3τ3s3 is now
even under T because both τ3 and s3 change signs under time-reversal. Therefore, the spin-coupling coupling allows to
open a gap while respecting the fundamental symmetries T and P of graphene.



Robustness of the QSH insulator

arise due to a perpendicular electric field or interaction
with a substrate. The fourth term is a staggered sublattice
potential (!i ! "1), which we include to describe the
transition between the QSH phase and the simple insulator.
This term violates the symmetry under twofold rotations in
the plane.
H is diagonalized by writing "s#R$ #d% !

u#s#k%eik&R. Here s is spin and R is a bravais lattice vector
built from primitive vectors a1;2 ! #a=2%#

!!!
3
p

ŷ " x̂%. # !
0; 1 is the sublattice index with d ! aŷ=

!!!
3
p

. For each k the
Bloch wave function is a four component eigenvector
ju#k%i of the Bloch Hamiltonian matrix H #k%. The 16
components of H #k% may be written in terms of the
identity matrix, 5 Dirac matrices !a and their 10 commu-
tators !ab ! '!a;!b(=#2i% [9]. We choose the following
representation of the Dirac matrices: !#1;2;3;4;5% !
#$x ) I;$z ) I;$y ) sx;$y ) sy;$y ) sz%, where the
Pauli matrices $k and sk represent the sublattice and spin
indices. This choice organizes the matrices according to
T . The T operator is given by "jui * i#I ) sy%jui+. The
five Dirac matrices are even under T , "!a",1 ! !a

while the 10 commutators are odd, "!ab",1 ! ,!ab.
The Hamiltonian is thus

H #k% !
X5

a!1

da#k%!a $
X5

a<b!1

dab#k%!ab; (2)

where the d#k%’s are given in Table I. Note that H #k$
G% !H #k% for reciprocal lattice vectors G, so H #k% is
defined on a torus. The T invariance of H is reflected in
the symmetry (antisymmetry) of da #dab% under k! ,k.

Equation (2) gives four energy bands, of which two are
occupied. For %R ! 0 there is an energy gap with magni-
tude j6

!!!
3
p
%SO , 2%vj. For %v > 3

!!!
3
p
%SO the gap is domi-

nated by %v, and the system is an insulator. 3
!!!
3
p
%SO > %v

describes the QSH phase. Though the Rashba term violates
Sz conservation, for %R < 2

!!!
3
p
%SO there is a finite region of

the phase diagram in Fig. 1 that is adiabatically connected
to the QSH phase at %R ! 0. Figure 1 shows the energy
bands obtained by solving the lattice model in a zigzag
strip geometry [7] for representative points in the insulat-
ing and QSH phases. Both phases have a bulk energy gap
and edge states, but in the QSH phase the edge states
traverse the energy gap in pairs. At the transition between
the two phases, the energy gap closes, allowing the edge
states to ‘‘switch partners.’’

The behavior of the edge states signals a clear difference
between the two phases. In the QSH phase for each energy

in the bulk gap there is a single time reversed pair of
eigenstates on each edge. Since T symmetry prevents
the mixing of Kramers’ doublets these edge states are
robust against small perturbations. The gapless states
thus persist even if the spatial symmetry is further reduced
[for instance, by removing the C3 rotational symmetry in
(1)]. Moreover, weak disorder will not lead to localization
of the edge states because single particle elastic backscat-
tering is forbidden [7].

In the insulating state the edge states do not traverse the
gap. It is possible that for certain edge potentials the edge
states in Fig. 1(b) could dip below the band edge, reduc-
ing—or even eliminating—the edge gap. However, this is
still distinct from the QSH phase because there will nec-
essarily be an even number of Kramers’ pairs at each
energy. This allows elastic backscattering, so that these
edge states will in general be localized by weak disorder.
The QSH phase is thus distinguished from the simple
insulator by the number of edge state pairs modulo 2.
Recently two-dimensional versions [10] of the spin Hall
insulator models [11] have been introduced, which under
conditions of high spatial symmetry exhibit gapless edge
states. These models, however, have an even number of
edge state pairs. We shall see below that they are topologi-
cally equivalent to simple insulators.

The QSH phase is not generally characterized by a
quantized spin Hall conductivity. Consider the rate of
spin accumulation at the opposite edges of a cylinder of
circumference L, which can be computed using Laughlin’s
argument [12]. A weak circumferential electric field E can
be induced by adiabatically threading magnetic flux
through the cylinder. When the flux increases by h=e
each momentum eigenstate shifts by one unit: k! k$
2&=L. In the insulating state [Fig. 1(b)] this has no effect,
since the valence band is completely full. However, in the
QSH state a particle-hole excitation is produced at the
Fermi energy EF. Since the particle and hole states do
not have the same spin, spin accumulates at the edge.
The rate of spin accumulation defines a spin Hall conduc-
tance dhSzi=dt ! Gs

xyE, where

TABLE I. The nonzero coefficients in Eq. (2) with x ! kxa=2
and y !
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kya=2.
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FIG. 1 (color online). Energy bands for a one-dimensional
‘‘zigzag’’ strip in the (a) QSH phase %v ! 0:1t and (b) the
insulating phase %v ! 0:4t. In both cases %SO ! :06t and %R !
:05t. The edge states on a given edge cross at ka ! &. The inset
shows the phase diagram as a function of %v and %R for 0<
%SO - t.
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potential (!i ! "1), which we include to describe the
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where the d#k%’s are given in Table I. Note that H #k$
G% !H #k% for reciprocal lattice vectors G, so H #k% is
defined on a torus. The T invariance of H is reflected in
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the phase diagram in Fig. 1 that is adiabatically connected
to the QSH phase at %R ! 0. Figure 1 shows the energy
bands obtained by solving the lattice model in a zigzag
strip geometry [7] for representative points in the insulat-
ing and QSH phases. Both phases have a bulk energy gap
and edge states, but in the QSH phase the edge states
traverse the energy gap in pairs. At the transition between
the two phases, the energy gap closes, allowing the edge
states to ‘‘switch partners.’’
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robust against small perturbations. The gapless states
thus persist even if the spatial symmetry is further reduced
[for instance, by removing the C3 rotational symmetry in
(1)]. Moreover, weak disorder will not lead to localization
of the edge states because single particle elastic backscat-
tering is forbidden [7].

In the insulating state the edge states do not traverse the
gap. It is possible that for certain edge potentials the edge
states in Fig. 1(b) could dip below the band edge, reduc-
ing—or even eliminating—the edge gap. However, this is
still distinct from the QSH phase because there will nec-
essarily be an even number of Kramers’ pairs at each
energy. This allows elastic backscattering, so that these
edge states will in general be localized by weak disorder.
The QSH phase is thus distinguished from the simple
insulator by the number of edge state pairs modulo 2.
Recently two-dimensional versions [10] of the spin Hall
insulator models [11] have been introduced, which under
conditions of high spatial symmetry exhibit gapless edge
states. These models, however, have an even number of
edge state pairs. We shall see below that they are topologi-
cally equivalent to simple insulators.

The QSH phase is not generally characterized by a
quantized spin Hall conductivity. Consider the rate of
spin accumulation at the opposite edges of a cylinder of
circumference L, which can be computed using Laughlin’s
argument [12]. A weak circumferential electric field E can
be induced by adiabatically threading magnetic flux
through the cylinder. When the flux increases by h=e
each momentum eigenstate shifts by one unit: k! k$
2&=L. In the insulating state [Fig. 1(b)] this has no effect,
since the valence band is completely full. However, in the
QSH state a particle-hole excitation is produced at the
Fermi energy EF. Since the particle and hole states do
not have the same spin, spin accumulates at the edge.
The rate of spin accumulation defines a spin Hall conduc-
tance dhSzi=dt ! Gs
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‘‘zigzag’’ strip in the (a) QSH phase %v ! 0:1t and (b) the
insulating phase %v ! 0:4t. In both cases %SO ! :06t and %R !
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One can add time-reversal invariant perturbations

Rashba spin mixing:

Staggered potential:
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6Department of Physics and Astronomy, California State University, Northridge, California 91330, USA

PACS numbers:

�� = p + ��p (1)

k =
�

a
(2)

k = ��

a
(3)

Here we consider noninteracting spinless fermions on the honeycomb lattice (including of spin is straightforward).
The triangular Bravais lattice rmn = ma1 + na2 is generated by the basis vectors:

a1 =
p

3aex and a2 =

p
3a

2
(ex +

p
3ey), (4)

and the vectors:

�1 =
a

2
(
p

3ex + ey), �2 =
a

2
(�

p
3ex + ey), �3 = �aey, (5)

connect any A atom to its three nearest B atoms, a0 = 0.142 nm being the length of the carbon-carbon bond. The
area of the unit cell is Ac = 3

p
3a2

0/2.

Strained induced gauge potential

In the absence of interactions, the tight-binding Hamiltonian of strained graphene (Eq. 1 in the main text) can be
written as:

H0 =
X

rmn

X

a=1,2,3

(t + �ta(rmn))(a†(rmn)b(rmn + �a) + h.c.), (6)

where second quantization operators a(rmn) and b(rmn + �a) annihilate a fermion at A-type and B-type sites respec-
tively. The strain is described by the deformation field �ta(rmn) of the nearest-neighbour hopping element between
sites rmn and rmn +�a with respect to the unperturbed value t. Note that the deviations �ta(rmn) are real quantities
and must be smaller than t.

H0 =
X

rmn

X

a=1,2,3

t a†(rmn)b(rmn + �a) + h.c., (7)

Fractional topological phases and broken time reversal symmetry in strained graphene
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6Department of Physics and Astronomy, California State University, Northridge, California 91330, USA

PACS numbers:

�� = p + ��p (1)

k =
�

a
(2)

k = ��

a
(3)

Here we consider noninteracting spinless fermions on the honeycomb lattice (including of spin is straightforward).
The triangular Bravais lattice rmn = ma1 + na2 is generated by the basis vectors:

a1 =
p

3aex and a2 =

p
3a

2
(ex +

p
3ey), (4)

and the vectors:

�1 =
a

2
(
p

3ex + ey), �2 =
a

2
(�

p
3ex + ey), �3 = �aey, (5)

connect any A atom to its three nearest B atoms, a0 = 0.142 nm being the length of the carbon-carbon bond. The
area of the unit cell is Ac = 3

p
3a2

0/2.

Strained induced gauge potential

In the absence of interactions, the tight-binding Hamiltonian of strained graphene (Eq. 1 in the main text) can be
written as:

H0 =
X

rmn

X

a=1,2,3

(t + �ta(rmn))(a†(rmn)b(rmn + �a) + h.c.), (6)

where second quantization operators a(rmn) and b(rmn + �a) annihilate a fermion at A-type and B-type sites respec-
tively. The strain is described by the deformation field �ta(rmn) of the nearest-neighbour hopping element between
sites rmn and rmn +�a with respect to the unperturbed value t. Note that the deviations �ta(rmn) are real quantities
and must be smaller than t.

H0 =
X

rmn

X

a=1,2,3

t a†(rmn)b(rmn + �a) + h.c., (7)

Fractional topological phases and broken time reversal symmetry in strained graphene

Pouyan Ghaemi,1, 2, 3, � Jérôme Cayssol,2, 4, 5 Donna N. Sheng,6 and Ashvin Vishwanath2, 3

1Department of Physics, University of Illinois, Urbana, IL 61801
2Department of Physics, University of California, Berkeley, California 94720, USA

3Materials Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720
4Univ. Bordeaux and CNRS, LOMA, UMR-5798, F-33400 Talence, France

5Max-Planck-Institut für Physik Komplexer Systeme, Nöthnitzer Str. 38, 01187 Dresden, Germany
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Figure 3.3: Edge state for a single Kramers crossing in the bulk.

A single Kramers doublet. The minimal situation corresponds to 1 single
Kramers doublet forming at the TRI points that we can take at k = 0 for
simplicity as in Fig. 3.3. When k is varied from 0 to ⇡/a say, the degeneracy
is lifted and the two levels can move inside the bulk gap. Assuming a single
Kramers doublet for this surface state, the splitted Kramers partners have to
merge into the bulk bands either the conduction or valence bands.Then we
have two possible scenarios depending whether the Kramers partners merge
two the same bulk band or to distinct bands.

Two Kramers doublets. We now imagine a slightly more complex situation
with Kramers doublets at k = 0 and k = ⇡/a within the bulk gap. We also
assume that the states belonging to those two doublets will become intricate in
some way (otherwise we are left with the previous situation of two independent
decoupled Kramers pairs). Then there are two possible scenarios illustrated
in Fig. 3.3.2. First, the two partners can stay in the gap region and merge
again together at k = ⇡/a (Fig. 3.3.2.a). Second, one of the partner can merge
into the bulk valence band while the other will stay away from the band edge
and will be joined by a state arising from the conduction band (3.3.2.b). In
the first case, the Fermi level in the gap will cross either two or zero pair(s)
of edge states. This is similar to a standard 1D conductor. Moreover if the
Kramers degeneracy at TRI points are moved both up to conduction band (or
both down to valence band) the edge states disappear.

In the second case, the FL intersects only a single pair. The two counter
propagating modes at the Fermi level are each non degenerate and carry a
given Kramers parity. This is half of a usual 1D system. Moreover if we move
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Pouyan Ghaemi,1, 2, 3, � Jérôme Cayssol,2, 4, 5 Donna N. Sheng,6 and Ashvin Vishwanath2, 3

1Department of Physics, University of Illinois, Urbana, IL 61801
2Department of Physics, University of California, Berkeley, California 94720, USA

3Materials Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720
4Univ. Bordeaux and CNRS, LOMA, UMR-5798, F-33400 Talence, France

5Max-Planck-Institut für Physik Komplexer Systeme, Nöthnitzer Str. 38, 01187 Dresden, Germany
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6Department of Physics and Astronomy, California State University, Northridge, California 91330, USA

PACS numbers:

�� = p + ��p (1)

k =
�

a
(2)

k = ��

a
(3)

Here we consider noninteracting spinless fermions on the honeycomb lattice (including of spin is straightforward).
The triangular Bravais lattice rmn = ma1 + na2 is generated by the basis vectors:

a1 =
p

3aex and a2 =

p
3a

2
(ex +

p
3ey), (4)

and the vectors:

�1 =
a

2
(
p

3ex + ey), �2 =
a

2
(�

p
3ex + ey), �3 = �aey, (5)

connect any A atom to its three nearest B atoms, a0 = 0.142 nm being the length of the carbon-carbon bond. The
area of the unit cell is Ac = 3

p
3a2

0/2.

Strained induced gauge potential

In the absence of interactions, the tight-binding Hamiltonian of strained graphene (Eq. 1 in the main text) can be
written as:

H0 =
X

rmn

X

a=1,2,3

(t + �ta(rmn))(a†(rmn)b(rmn + �a) + h.c.), (6)

where second quantization operators a(rmn) and b(rmn + �a) annihilate a fermion at A-type and B-type sites respec-
tively. The strain is described by the deformation field �ta(rmn) of the nearest-neighbour hopping element between
sites rmn and rmn +�a with respect to the unperturbed value t. Note that the deviations �ta(rmn) are real quantities
and must be smaller than t.

H0 =
X

rmn

X

a=1,2,3

t a†(rmn)b(rmn + �a) + h.c., (7)

Fractional topological phases and broken time reversal symmetry in strained graphene
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Figure 3.4: Edge state for two Kramers crossing in the bulk.

the two Kramers doublet to the bulk bands (in any way), there will always
remain a pair of Kramers partners crossing the bulk gap.

3.3.3 Absence of single-particle backscattering

We have seen that the crossing of the time-reversed states is protected by T at
the time-reversal invariant points of momentum space. Now we investigate the
relation between time-reversed states, typically labelled by k and �k, at any
momentum k. It can be proved that single-particle processes between such
states are forbidden. This extends dramatically the absence of backscattering
discussed in the previous sections on spin-conserving models.

This can be also proved in a very general way general way. Let us consider
two time-reversed states ' and  = T '. Then we can show that the matrix
element h |H'i is always zero provided the system is time-reversal invariant
[H, T ] = 0 and fermionic T 2 = �1:

h |H'i = hT '|H'i = hT H'|T 2'i (3.18)

= �hT H'|'i using T 2 = �1 (3.19)

= �hHT '|'i using from[T ,H] = 0 (3.20)

= �hT '|H|'i (3.21)

39

standard case: 2 pairs non trivial: case one pair

Rashba-controlled backscattering along an interacting helical edge

(Dated: October 15, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe
the QSH edge state physics, it should be desirable to
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arise due to a perpendicular electric field or interaction
with a substrate. The fourth term is a staggered sublattice
potential (!i ! "1), which we include to describe the
transition between the QSH phase and the simple insulator.
This term violates the symmetry under twofold rotations in
the plane.
H is diagonalized by writing "s#R$ #d% !

u#s#k%eik&R. Here s is spin and R is a bravais lattice vector
built from primitive vectors a1;2 ! #a=2%#

!!!
3
p

ŷ " x̂%. # !
0; 1 is the sublattice index with d ! aŷ=

!!!
3
p

. For each k the
Bloch wave function is a four component eigenvector
ju#k%i of the Bloch Hamiltonian matrix H #k%. The 16
components of H #k% may be written in terms of the
identity matrix, 5 Dirac matrices !a and their 10 commu-
tators !ab ! '!a;!b(=#2i% [9]. We choose the following
representation of the Dirac matrices: !#1;2;3;4;5% !
#$x ) I;$z ) I;$y ) sx;$y ) sy;$y ) sz%, where the
Pauli matrices $k and sk represent the sublattice and spin
indices. This choice organizes the matrices according to
T . The T operator is given by "jui * i#I ) sy%jui+. The
five Dirac matrices are even under T , "!a",1 ! !a

while the 10 commutators are odd, "!ab",1 ! ,!ab.
The Hamiltonian is thus

H #k% !
X5

a!1

da#k%!a $
X5

a<b!1

dab#k%!ab; (2)

where the d#k%’s are given in Table I. Note that H #k$
G% !H #k% for reciprocal lattice vectors G, so H #k% is
defined on a torus. The T invariance of H is reflected in
the symmetry (antisymmetry) of da #dab% under k! ,k.

Equation (2) gives four energy bands, of which two are
occupied. For %R ! 0 there is an energy gap with magni-
tude j6

!!!
3
p
%SO , 2%vj. For %v > 3

!!!
3
p
%SO the gap is domi-

nated by %v, and the system is an insulator. 3
!!!
3
p
%SO > %v

describes the QSH phase. Though the Rashba term violates
Sz conservation, for %R < 2

!!!
3
p
%SO there is a finite region of

the phase diagram in Fig. 1 that is adiabatically connected
to the QSH phase at %R ! 0. Figure 1 shows the energy
bands obtained by solving the lattice model in a zigzag
strip geometry [7] for representative points in the insulat-
ing and QSH phases. Both phases have a bulk energy gap
and edge states, but in the QSH phase the edge states
traverse the energy gap in pairs. At the transition between
the two phases, the energy gap closes, allowing the edge
states to ‘‘switch partners.’’

The behavior of the edge states signals a clear difference
between the two phases. In the QSH phase for each energy

in the bulk gap there is a single time reversed pair of
eigenstates on each edge. Since T symmetry prevents
the mixing of Kramers’ doublets these edge states are
robust against small perturbations. The gapless states
thus persist even if the spatial symmetry is further reduced
[for instance, by removing the C3 rotational symmetry in
(1)]. Moreover, weak disorder will not lead to localization
of the edge states because single particle elastic backscat-
tering is forbidden [7].

In the insulating state the edge states do not traverse the
gap. It is possible that for certain edge potentials the edge
states in Fig. 1(b) could dip below the band edge, reduc-
ing—or even eliminating—the edge gap. However, this is
still distinct from the QSH phase because there will nec-
essarily be an even number of Kramers’ pairs at each
energy. This allows elastic backscattering, so that these
edge states will in general be localized by weak disorder.
The QSH phase is thus distinguished from the simple
insulator by the number of edge state pairs modulo 2.
Recently two-dimensional versions [10] of the spin Hall
insulator models [11] have been introduced, which under
conditions of high spatial symmetry exhibit gapless edge
states. These models, however, have an even number of
edge state pairs. We shall see below that they are topologi-
cally equivalent to simple insulators.

The QSH phase is not generally characterized by a
quantized spin Hall conductivity. Consider the rate of
spin accumulation at the opposite edges of a cylinder of
circumference L, which can be computed using Laughlin’s
argument [12]. A weak circumferential electric field E can
be induced by adiabatically threading magnetic flux
through the cylinder. When the flux increases by h=e
each momentum eigenstate shifts by one unit: k! k$
2&=L. In the insulating state [Fig. 1(b)] this has no effect,
since the valence band is completely full. However, in the
QSH state a particle-hole excitation is produced at the
Fermi energy EF. Since the particle and hole states do
not have the same spin, spin accumulates at the edge.
The rate of spin accumulation defines a spin Hall conduc-
tance dhSzi=dt ! Gs

xyE, where
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FIG. 1 (color online). Energy bands for a one-dimensional
‘‘zigzag’’ strip in the (a) QSH phase %v ! 0:1t and (b) the
insulating phase %v ! 0:4t. In both cases %SO ! :06t and %R !
:05t. The edge states on a given edge cross at ka ! &. The inset
shows the phase diagram as a function of %v and %R for 0<
%SO - t.
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Rashba-controlled backscattering along an interacting helical edge
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I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.
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• Semiconductor: weak gap and strong SO coupling 

• Dirac surface state (ARPES, STM, transport)
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in real materials

Spin orbit is too weak in graphene

HgTe and Bi-based compounds: strong spin-orbit 
and close to band inversion
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Figure 1: (Upper)Bulk bandstructure for HgTe and CdTe (Lower) Schematic
picture of quantum-well geometry and lowest subbands for two different thick-
nesses.

“inverted”. However, the confinement energy increases, when the well width is
reduced. Thus, the energy states will be shifted and, eventually, the energy
bands will be aligned in a “normal” way, if the QW width falls below a critical
size dc. We can understand this heuristically as follows: for thin quantum-wells
the heterostructure should behave similarly to CdTe and have a normal band
ordering, i.e., the bands with primarily Γ6 symmetry are the conduction sub-
bands and the Γ8 bands contribute to the valence subbands. On the other hand,
as the quantum-well thickness is increased we would expect the material to look
more and more like HgTe which has its bands inverted. So as the thickness
increases we expect to reach a critical thickness where the Γ8 and Γ6 subbands
cross and become inverted with the Γ8 bands becoming conduction subbands
and Γ6 becoming valence subbands. This is illustrated in Fig. 1 (b). The shift
of the energy levels with QW width can be seen in Fig. 2. For the band struc-
ture, self-consistent Hartree calculations have been performed using a 8× 8 k·p
model [19]. The notation of the subbands as heavy-hole (H)-like and electron
(E)-like is according to the properties of the respective wave functions [20]. The
light-hole-like subbands are energetically remote (E < −100 meV) so that they
are not depicted in Fig. 2. The transition from a normal band alignment to an
inverted one can clearly be seen in this figure. For a thin QW layer the quan-
tum confinement gives rise to a normal sequence of the subbands, i.e., hole-like
bands form the valence band and electron states are in the conduction band.
In contrast, a more complex sequence of the energy states is obtained when the
QW width dQW exceeds a critical value dc ≈ 6.3 nm. In this inverted regime,
the H1 band lies above the E1 subband of the valence band and, consequently,
is now the lowest conduction subband. We will now develop a simple model and
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4-band model
« Ab-initio » 6-band model + envelope functions leads to BHZ model 

Symmetry allowed terms (both linear and quadratic in momentum)

CdTe
HgTe
CdTe

d

spontaneously broken at the edge. The stability
of the helical edge states has been confirmed in
extensive numerical calculations (13, 14). The
time-reversal property leads to the Z2 classifica-
tion (10) of the QSH state.

States of matter can be classified according
to their topological properties. For example,
the integer quantum Hall effect is characterized
by a topological integer n (15), which deter-
mines the quantized value of the Hall con-
ductance and the number of chiral edge states.
It is invariant under smooth distortions of the
Hamiltonian, as long as the energy gap does
not collapse. Similarly, the number of helical
edge states, defined modulo 2, of the QSH state
is also invariant under topologically smooth
distortions of the Hamiltonian. Therefore, the
QSH state is a topologically distinct new state
of matter, in the same sense as the charge
quantum Hall effect.

Unfortunately, the initial proposal of the
QSH in graphene (7) was later shown to be
unrealistic (16, 17), as the gap opened by the
spin-orbit interaction turns out to be extremely
small, on the order of 10−3 meV. There are also
no immediate experimental systems available
for the proposals in (8, 18). Here, we present
theoretical investigations of the type III semi-
conductor quantum wells, and we show that the
QSH state should be realized in the “inverted”
regime where the well thickness d is greater
than a certain critical thickness dc. On the basis
of general symmetry considerations and the
standard band perturbation theory for semi-
conductors, also called k · p theory (19), we
show that the electronic states near the Γ point
are described by the relativistic Dirac equation in
2 + 1 dimensions. At the quantum phase
transition at d = dc, the mass term in the Dirac
equation changes sign, leading to two distinct U
(1)-spin and Z2 topological numbers on either
side of the transition. Generally, knowledge of
electronic states near one point of the Brillouin
zone is insufficient to determine the topology of
the entire system; however, it does allow robust
and reliable predictions on the change of
topological quantum numbers. The fortunate
presence of a gap-closing transition in the HgTe-
CdTe quantum wells therefore makes our theoret-
ical prediction of the QSH state conclusive.

The potential importance of inverted band-
gap semiconductors such as HgTe for the spin
Hall effect was pointed out in (6, 9). The central
feature of the type III quantum wells is band
inversion: The barrier material (e.g., CdTe) has a
normal band progression, with the s-type Γ6

band lying above the p-type Γ8 band, and the
well material (HgTe) having an inverted band
progression whereby the Γ6 band lies below the
Γ8 band. In both of these materials, the gap is
smallest near the Γ point in the Brillouin zone
(Fig. 1). In our discussion we neglect the bulk
split-off Γ7 band, as it has negligible effects on
the band structure (20, 21). Therefore, we re-
strict ourselves to a six-band model, and we start

with the following six basic atomic states per
unit cell combined into a six-component spinor:

Y ¼ jΓ6, 1 2〉, jΓ6, −1
2〉, jΓ8, 3 2〉,=
!!"

jΓ8, 1 2〉, jΓ8, −1
2〉, jΓ8, −3

2〉=
#!!

ð1Þ

In quantum wells grown in the [001] direc-
tion, the cubic or spherical symmetry is broken
down to the axial rotation symmetry in the plane.
These six bands combine to form the spin-up
and spin-down (±) states of three quantum well
subbands: E1, H1, and L1 (21). The L1 subband
is separated from the other two (21), and we
neglect it, leaving an effective four-band model.
At the Γ point with in-plane momentum k|| =
0, mJ is still a good quantum number. At this
point the |E1, mJ〉 quantum well subband state
is formed from the linear combination of the
|Γ6, mJ = ±1 2= 〉 and |Γ8, mJ = ±1 2= 〉 states, while
the |H1, mJ〉 quantum well subband state is
formed from the |Γ8, mJ = ± 3

2= 〉 states. Away
from the Γ point, the E1 and H1 states can mix.
Because the |Γ6, mJ = ±1 2= 〉 state has even par-
ity, whereas the |Γ8, mJ = ±3

2= 〉 state has odd
parity under two-dimensional spatial reflection,
the coupling matrix element between these two
states must be an odd function of the in-plane
momentum k. From these symmetry consid-
erations, we deduce the general form of the ef-
fective Hamiltonian for the E1 and H1 states,
expressed in the basis of |E1, mJ = 1

2= 〉, |H1,
mJ = 3

2= 〉 and |E1,mJ = – 1
2= 〉, |H1,mJ = – 3

2= 〉:

Heff ðkx, kyÞ ¼
HðkÞ 0
0 H*ð−kÞ

$ %
,

HðkÞ ¼ eðkÞ þ diðkÞsi ð2Þ

where si are the Pauli matrices. The form of
H*(−k) in the lower block is determined from
time-reversal symmetry, and H*(−k) is uni-
tarily equivalent to H*(k) for this system (22).
If inversion symmetry and axial symmetry
around the growth axis are not broken, then
the interblock matrix elements vanish, as
presented.

We see that, to the lowest order in k, the
Hamiltonian matrix decomposes into 2 × 2
blocks. From the symmetry arguments given
above, we deduce that d3(k) is an even function
of k, whereas d1(k) and d2(k) are odd functions
of k. Therefore, we can generally expand them
in the following form:

d1 þ id2 ¼ Aðkx þ ikyÞ ≡ Akþ

d3 ¼ M − Bðk2x þ k2yÞ, eðkÞ ¼ C − Dðk2x þ k2yÞ
ð3Þ

where A, B, C, and D are expansion parameters
that depend on the heterostructure. The
Hamiltonian in the 2 × 2 subspace therefore
takes the form of the (2 + 1)-dimensional Dirac
Hamiltonian, plus an e(k) term that drops out
in the quantum Hall response. The most im-
portant quantity is the mass or gap parameter
M, which is the energy difference between the
E1 and H1 levels at the Γ point. The overall
constant C sets the zero of energy to be the
top of the valence band of bulk HgTe. In a
quantum well geometry, the band inversion in
HgTe necessarily leads to a level crossing at
some critical thickness dc of the HgTe layer.
For thickness d < dc (i.e., for a thin HgTe

Fig. 1. (A) Bulk energy
bands of HgTe and CdTe
near the G point. (B)
The CdTe-HgTe-CdTe
quantum well in the
normal regime E1 > H1
with d < dc and in the
inverted regime H1 >
E1 with d > dc. In this
and other figures, G8/H1
symmetry is indicated in
red and G6/E1 symmetry
is indicated in blue.
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spontaneously broken at the edge. The stability
of the helical edge states has been confirmed in
extensive numerical calculations (13, 14). The
time-reversal property leads to the Z2 classifica-
tion (10) of the QSH state.

States of matter can be classified according
to their topological properties. For example,
the integer quantum Hall effect is characterized
by a topological integer n (15), which deter-
mines the quantized value of the Hall con-
ductance and the number of chiral edge states.
It is invariant under smooth distortions of the
Hamiltonian, as long as the energy gap does
not collapse. Similarly, the number of helical
edge states, defined modulo 2, of the QSH state
is also invariant under topologically smooth
distortions of the Hamiltonian. Therefore, the
QSH state is a topologically distinct new state
of matter, in the same sense as the charge
quantum Hall effect.

Unfortunately, the initial proposal of the
QSH in graphene (7) was later shown to be
unrealistic (16, 17), as the gap opened by the
spin-orbit interaction turns out to be extremely
small, on the order of 10−3 meV. There are also
no immediate experimental systems available
for the proposals in (8, 18). Here, we present
theoretical investigations of the type III semi-
conductor quantum wells, and we show that the
QSH state should be realized in the “inverted”
regime where the well thickness d is greater
than a certain critical thickness dc. On the basis
of general symmetry considerations and the
standard band perturbation theory for semi-
conductors, also called k · p theory (19), we
show that the electronic states near the Γ point
are described by the relativistic Dirac equation in
2 + 1 dimensions. At the quantum phase
transition at d = dc, the mass term in the Dirac
equation changes sign, leading to two distinct U
(1)-spin and Z2 topological numbers on either
side of the transition. Generally, knowledge of
electronic states near one point of the Brillouin
zone is insufficient to determine the topology of
the entire system; however, it does allow robust
and reliable predictions on the change of
topological quantum numbers. The fortunate
presence of a gap-closing transition in the HgTe-
CdTe quantum wells therefore makes our theoret-
ical prediction of the QSH state conclusive.

The potential importance of inverted band-
gap semiconductors such as HgTe for the spin
Hall effect was pointed out in (6, 9). The central
feature of the type III quantum wells is band
inversion: The barrier material (e.g., CdTe) has a
normal band progression, with the s-type Γ6

band lying above the p-type Γ8 band, and the
well material (HgTe) having an inverted band
progression whereby the Γ6 band lies below the
Γ8 band. In both of these materials, the gap is
smallest near the Γ point in the Brillouin zone
(Fig. 1). In our discussion we neglect the bulk
split-off Γ7 band, as it has negligible effects on
the band structure (20, 21). Therefore, we re-
strict ourselves to a six-band model, and we start

with the following six basic atomic states per
unit cell combined into a six-component spinor:

Y ¼ jΓ6, 1 2〉, jΓ6, −1
2〉, jΓ8, 3 2〉,=
!!"

jΓ8, 1 2〉, jΓ8, −1
2〉, jΓ8, −3

2〉=
#!!

ð1Þ

In quantum wells grown in the [001] direc-
tion, the cubic or spherical symmetry is broken
down to the axial rotation symmetry in the plane.
These six bands combine to form the spin-up
and spin-down (±) states of three quantum well
subbands: E1, H1, and L1 (21). The L1 subband
is separated from the other two (21), and we
neglect it, leaving an effective four-band model.
At the Γ point with in-plane momentum k|| =
0, mJ is still a good quantum number. At this
point the |E1, mJ〉 quantum well subband state
is formed from the linear combination of the
|Γ6, mJ = ±1 2= 〉 and |Γ8, mJ = ±1 2= 〉 states, while
the |H1, mJ〉 quantum well subband state is
formed from the |Γ8, mJ = ± 3

2= 〉 states. Away
from the Γ point, the E1 and H1 states can mix.
Because the |Γ6, mJ = ±1 2= 〉 state has even par-
ity, whereas the |Γ8, mJ = ±3

2= 〉 state has odd
parity under two-dimensional spatial reflection,
the coupling matrix element between these two
states must be an odd function of the in-plane
momentum k. From these symmetry consid-
erations, we deduce the general form of the ef-
fective Hamiltonian for the E1 and H1 states,
expressed in the basis of |E1, mJ = 1

2= 〉, |H1,
mJ = 3

2= 〉 and |E1,mJ = – 1
2= 〉, |H1,mJ = – 3

2= 〉:

Heff ðkx, kyÞ ¼
HðkÞ 0
0 H*ð−kÞ
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,

HðkÞ ¼ eðkÞ þ diðkÞsi ð2Þ

where si are the Pauli matrices. The form of
H*(−k) in the lower block is determined from
time-reversal symmetry, and H*(−k) is uni-
tarily equivalent to H*(k) for this system (22).
If inversion symmetry and axial symmetry
around the growth axis are not broken, then
the interblock matrix elements vanish, as
presented.

We see that, to the lowest order in k, the
Hamiltonian matrix decomposes into 2 × 2
blocks. From the symmetry arguments given
above, we deduce that d3(k) is an even function
of k, whereas d1(k) and d2(k) are odd functions
of k. Therefore, we can generally expand them
in the following form:

d1 þ id2 ¼ Aðkx þ ikyÞ ≡ Akþ

d3 ¼ M − Bðk2x þ k2yÞ, eðkÞ ¼ C − Dðk2x þ k2yÞ
ð3Þ

where A, B, C, and D are expansion parameters
that depend on the heterostructure. The
Hamiltonian in the 2 × 2 subspace therefore
takes the form of the (2 + 1)-dimensional Dirac
Hamiltonian, plus an e(k) term that drops out
in the quantum Hall response. The most im-
portant quantity is the mass or gap parameter
M, which is the energy difference between the
E1 and H1 levels at the Γ point. The overall
constant C sets the zero of energy to be the
top of the valence band of bulk HgTe. In a
quantum well geometry, the band inversion in
HgTe necessarily leads to a level crossing at
some critical thickness dc of the HgTe layer.
For thickness d < dc (i.e., for a thin HgTe

Fig. 1. (A) Bulk energy
bands of HgTe and CdTe
near the G point. (B)
The CdTe-HgTe-CdTe
quantum well in the
normal regime E1 > H1
with d < dc and in the
inverted regime H1 >
E1 with d > dc. In this
and other figures, G8/H1
symmetry is indicated in
red and G6/E1 symmetry
is indicated in blue.
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spontaneously broken at the edge. The stability
of the helical edge states has been confirmed in
extensive numerical calculations (13, 14). The
time-reversal property leads to the Z2 classifica-
tion (10) of the QSH state.

States of matter can be classified according
to their topological properties. For example,
the integer quantum Hall effect is characterized
by a topological integer n (15), which deter-
mines the quantized value of the Hall con-
ductance and the number of chiral edge states.
It is invariant under smooth distortions of the
Hamiltonian, as long as the energy gap does
not collapse. Similarly, the number of helical
edge states, defined modulo 2, of the QSH state
is also invariant under topologically smooth
distortions of the Hamiltonian. Therefore, the
QSH state is a topologically distinct new state
of matter, in the same sense as the charge
quantum Hall effect.

Unfortunately, the initial proposal of the
QSH in graphene (7) was later shown to be
unrealistic (16, 17), as the gap opened by the
spin-orbit interaction turns out to be extremely
small, on the order of 10−3 meV. There are also
no immediate experimental systems available
for the proposals in (8, 18). Here, we present
theoretical investigations of the type III semi-
conductor quantum wells, and we show that the
QSH state should be realized in the “inverted”
regime where the well thickness d is greater
than a certain critical thickness dc. On the basis
of general symmetry considerations and the
standard band perturbation theory for semi-
conductors, also called k · p theory (19), we
show that the electronic states near the Γ point
are described by the relativistic Dirac equation in
2 + 1 dimensions. At the quantum phase
transition at d = dc, the mass term in the Dirac
equation changes sign, leading to two distinct U
(1)-spin and Z2 topological numbers on either
side of the transition. Generally, knowledge of
electronic states near one point of the Brillouin
zone is insufficient to determine the topology of
the entire system; however, it does allow robust
and reliable predictions on the change of
topological quantum numbers. The fortunate
presence of a gap-closing transition in the HgTe-
CdTe quantum wells therefore makes our theoret-
ical prediction of the QSH state conclusive.

The potential importance of inverted band-
gap semiconductors such as HgTe for the spin
Hall effect was pointed out in (6, 9). The central
feature of the type III quantum wells is band
inversion: The barrier material (e.g., CdTe) has a
normal band progression, with the s-type Γ6

band lying above the p-type Γ8 band, and the
well material (HgTe) having an inverted band
progression whereby the Γ6 band lies below the
Γ8 band. In both of these materials, the gap is
smallest near the Γ point in the Brillouin zone
(Fig. 1). In our discussion we neglect the bulk
split-off Γ7 band, as it has negligible effects on
the band structure (20, 21). Therefore, we re-
strict ourselves to a six-band model, and we start

with the following six basic atomic states per
unit cell combined into a six-component spinor:

Y ¼ jΓ6, 1 2〉, jΓ6, −1
2〉, jΓ8, 3 2〉,=
!!"

jΓ8, 1 2〉, jΓ8, −1
2〉, jΓ8, −3

2〉=
#!!

ð1Þ

In quantum wells grown in the [001] direc-
tion, the cubic or spherical symmetry is broken
down to the axial rotation symmetry in the plane.
These six bands combine to form the spin-up
and spin-down (±) states of three quantum well
subbands: E1, H1, and L1 (21). The L1 subband
is separated from the other two (21), and we
neglect it, leaving an effective four-band model.
At the Γ point with in-plane momentum k|| =
0, mJ is still a good quantum number. At this
point the |E1, mJ〉 quantum well subband state
is formed from the linear combination of the
|Γ6, mJ = ±1 2= 〉 and |Γ8, mJ = ±1 2= 〉 states, while
the |H1, mJ〉 quantum well subband state is
formed from the |Γ8, mJ = ± 3

2= 〉 states. Away
from the Γ point, the E1 and H1 states can mix.
Because the |Γ6, mJ = ±1 2= 〉 state has even par-
ity, whereas the |Γ8, mJ = ±3

2= 〉 state has odd
parity under two-dimensional spatial reflection,
the coupling matrix element between these two
states must be an odd function of the in-plane
momentum k. From these symmetry consid-
erations, we deduce the general form of the ef-
fective Hamiltonian for the E1 and H1 states,
expressed in the basis of |E1, mJ = 1

2= 〉, |H1,
mJ = 3

2= 〉 and |E1,mJ = – 1
2= 〉, |H1,mJ = – 3

2= 〉:

Heff ðkx, kyÞ ¼
HðkÞ 0
0 H*ð−kÞ

$ %
,

HðkÞ ¼ eðkÞ þ diðkÞsi ð2Þ

where si are the Pauli matrices. The form of
H*(−k) in the lower block is determined from
time-reversal symmetry, and H*(−k) is uni-
tarily equivalent to H*(k) for this system (22).
If inversion symmetry and axial symmetry
around the growth axis are not broken, then
the interblock matrix elements vanish, as
presented.

We see that, to the lowest order in k, the
Hamiltonian matrix decomposes into 2 × 2
blocks. From the symmetry arguments given
above, we deduce that d3(k) is an even function
of k, whereas d1(k) and d2(k) are odd functions
of k. Therefore, we can generally expand them
in the following form:

d1 þ id2 ¼ Aðkx þ ikyÞ ≡ Akþ

d3 ¼ M − Bðk2x þ k2yÞ, eðkÞ ¼ C − Dðk2x þ k2yÞ
ð3Þ

where A, B, C, and D are expansion parameters
that depend on the heterostructure. The
Hamiltonian in the 2 × 2 subspace therefore
takes the form of the (2 + 1)-dimensional Dirac
Hamiltonian, plus an e(k) term that drops out
in the quantum Hall response. The most im-
portant quantity is the mass or gap parameter
M, which is the energy difference between the
E1 and H1 levels at the Γ point. The overall
constant C sets the zero of energy to be the
top of the valence band of bulk HgTe. In a
quantum well geometry, the band inversion in
HgTe necessarily leads to a level crossing at
some critical thickness dc of the HgTe layer.
For thickness d < dc (i.e., for a thin HgTe

Fig. 1. (A) Bulk energy
bands of HgTe and CdTe
near the G point. (B)
The CdTe-HgTe-CdTe
quantum well in the
normal regime E1 > H1
with d < dc and in the
inverted regime H1 >
E1 with d > dc. In this
and other figures, G8/H1
symmetry is indicated in
red and G6/E1 symmetry
is indicated in blue.
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spontaneously broken at the edge. The stability
of the helical edge states has been confirmed in
extensive numerical calculations (13, 14). The
time-reversal property leads to the Z2 classifica-
tion (10) of the QSH state.

States of matter can be classified according
to their topological properties. For example,
the integer quantum Hall effect is characterized
by a topological integer n (15), which deter-
mines the quantized value of the Hall con-
ductance and the number of chiral edge states.
It is invariant under smooth distortions of the
Hamiltonian, as long as the energy gap does
not collapse. Similarly, the number of helical
edge states, defined modulo 2, of the QSH state
is also invariant under topologically smooth
distortions of the Hamiltonian. Therefore, the
QSH state is a topologically distinct new state
of matter, in the same sense as the charge
quantum Hall effect.

Unfortunately, the initial proposal of the
QSH in graphene (7) was later shown to be
unrealistic (16, 17), as the gap opened by the
spin-orbit interaction turns out to be extremely
small, on the order of 10−3 meV. There are also
no immediate experimental systems available
for the proposals in (8, 18). Here, we present
theoretical investigations of the type III semi-
conductor quantum wells, and we show that the
QSH state should be realized in the “inverted”
regime where the well thickness d is greater
than a certain critical thickness dc. On the basis
of general symmetry considerations and the
standard band perturbation theory for semi-
conductors, also called k · p theory (19), we
show that the electronic states near the Γ point
are described by the relativistic Dirac equation in
2 + 1 dimensions. At the quantum phase
transition at d = dc, the mass term in the Dirac
equation changes sign, leading to two distinct U
(1)-spin and Z2 topological numbers on either
side of the transition. Generally, knowledge of
electronic states near one point of the Brillouin
zone is insufficient to determine the topology of
the entire system; however, it does allow robust
and reliable predictions on the change of
topological quantum numbers. The fortunate
presence of a gap-closing transition in the HgTe-
CdTe quantum wells therefore makes our theoret-
ical prediction of the QSH state conclusive.

The potential importance of inverted band-
gap semiconductors such as HgTe for the spin
Hall effect was pointed out in (6, 9). The central
feature of the type III quantum wells is band
inversion: The barrier material (e.g., CdTe) has a
normal band progression, with the s-type Γ6

band lying above the p-type Γ8 band, and the
well material (HgTe) having an inverted band
progression whereby the Γ6 band lies below the
Γ8 band. In both of these materials, the gap is
smallest near the Γ point in the Brillouin zone
(Fig. 1). In our discussion we neglect the bulk
split-off Γ7 band, as it has negligible effects on
the band structure (20, 21). Therefore, we re-
strict ourselves to a six-band model, and we start

with the following six basic atomic states per
unit cell combined into a six-component spinor:

Y ¼ jΓ6, 1 2〉, jΓ6, −1
2〉, jΓ8, 3 2〉,=
!!"

jΓ8, 1 2〉, jΓ8, −1
2〉, jΓ8, −3

2〉=
#!!

ð1Þ

In quantum wells grown in the [001] direc-
tion, the cubic or spherical symmetry is broken
down to the axial rotation symmetry in the plane.
These six bands combine to form the spin-up
and spin-down (±) states of three quantum well
subbands: E1, H1, and L1 (21). The L1 subband
is separated from the other two (21), and we
neglect it, leaving an effective four-band model.
At the Γ point with in-plane momentum k|| =
0, mJ is still a good quantum number. At this
point the |E1, mJ〉 quantum well subband state
is formed from the linear combination of the
|Γ6, mJ = ±1 2= 〉 and |Γ8, mJ = ±1 2= 〉 states, while
the |H1, mJ〉 quantum well subband state is
formed from the |Γ8, mJ = ± 3

2= 〉 states. Away
from the Γ point, the E1 and H1 states can mix.
Because the |Γ6, mJ = ±1 2= 〉 state has even par-
ity, whereas the |Γ8, mJ = ±3

2= 〉 state has odd
parity under two-dimensional spatial reflection,
the coupling matrix element between these two
states must be an odd function of the in-plane
momentum k. From these symmetry consid-
erations, we deduce the general form of the ef-
fective Hamiltonian for the E1 and H1 states,
expressed in the basis of |E1, mJ = 1

2= 〉, |H1,
mJ = 3

2= 〉 and |E1,mJ = – 1
2= 〉, |H1,mJ = – 3

2= 〉:

Heff ðkx, kyÞ ¼
HðkÞ 0
0 H*ð−kÞ

$ %
,

HðkÞ ¼ eðkÞ þ diðkÞsi ð2Þ

where si are the Pauli matrices. The form of
H*(−k) in the lower block is determined from
time-reversal symmetry, and H*(−k) is uni-
tarily equivalent to H*(k) for this system (22).
If inversion symmetry and axial symmetry
around the growth axis are not broken, then
the interblock matrix elements vanish, as
presented.

We see that, to the lowest order in k, the
Hamiltonian matrix decomposes into 2 × 2
blocks. From the symmetry arguments given
above, we deduce that d3(k) is an even function
of k, whereas d1(k) and d2(k) are odd functions
of k. Therefore, we can generally expand them
in the following form:

d1 þ id2 ¼ Aðkx þ ikyÞ ≡ Akþ

d3 ¼ M − Bðk2x þ k2yÞ, eðkÞ ¼ C − Dðk2x þ k2yÞ
ð3Þ

where A, B, C, and D are expansion parameters
that depend on the heterostructure. The
Hamiltonian in the 2 × 2 subspace therefore
takes the form of the (2 + 1)-dimensional Dirac
Hamiltonian, plus an e(k) term that drops out
in the quantum Hall response. The most im-
portant quantity is the mass or gap parameter
M, which is the energy difference between the
E1 and H1 levels at the Γ point. The overall
constant C sets the zero of energy to be the
top of the valence band of bulk HgTe. In a
quantum well geometry, the band inversion in
HgTe necessarily leads to a level crossing at
some critical thickness dc of the HgTe layer.
For thickness d < dc (i.e., for a thin HgTe

Fig. 1. (A) Bulk energy
bands of HgTe and CdTe
near the G point. (B)
The CdTe-HgTe-CdTe
quantum well in the
normal regime E1 > H1
with d < dc and in the
inverted regime H1 >
E1 with d > dc. In this
and other figures, G8/H1
symmetry is indicated in
red and G6/E1 symmetry
is indicated in blue.
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HgTe/CdTe quantum well
From B.A. Bernevig, T.L. Hughes, and S.C. Zhang, Science 314, 1757 (2006)

layer), the quantum well is in the “normal”
regime, where the CdTe is predominant and
hence the band energies at the Γ point satisfy
E(Γ6) > E(Γ8). For d > dc, the HgTe layer is
thick and the well is in the inverted regime,
where HgTe dominates and E(Γ6) < E(Γ8). As
we vary the thickness of the well, the E1 and
H1 bands must therefore cross at some dc, and
M changes sign between the two sides of the
transition (Fig. 2, A and B). Detailed cal-
culations show that, close to transition point,
the E1 and H1 bands—both doubly degenerate

in their spin quantum number—are far away in
energy from any other bands (21), hence
making an effective Hamiltonian description
possible. Indeed, the form of the effective Dirac
Hamiltonian and the sign change of M at d = dc
for the HgTe-CdTe quantum wells deduced
above from general arguments is already
completely sufficient to conclude the existence
of the QSH state in this system. For the sake of
completeness, we also provide the microscopic
derivation directly from the Kane model using
realistic material parameters (22).

Figure 2A shows the energies of both the E1
and H1 bands at k|| = 0 as a function of quantum
well thickness d obtained from our analytical
solutions. At d = dc ~ 64 Å, these bands cross.
Our analytic results are in excellent qualitative
and quantitative agreement with previous nu-
merical calculations for the band structure of
Hg1−xCdxTe-HgTe-Hg1−xCdxTe quantum wells
(20, 21). We also observe that for quantum
wells of thickness 40 Å < d < 70 Å, close to
dc, the E1± and H1± bands are separated from
all other bands by more than 30 meV (21).

Let us now define an ordered set of four
six-component basis vectors y1, ..., 4 = (|E1, +〉,
|H1, +〉, |E1, −〉, |H1, −〉) and obtain the
Hamiltonian at nonzero in-plane momentum
in perturbation theory. We can write the
effective 4 × 4 Hamiltonian for the E1±, H1±
bands as

Heff
ij ðkx, kyÞ ¼

Z∞

−∞

dz〈yjjHðkx, ky, −i∂zÞjyi〉

ð4Þ

whereH(kx, ky, −i∂z) is the six-band Kane model
(19). The form of the effective Hamiltonian is
severely constrained by symmetry with respect
to z. Each band has a definite z symmetry or
antisymmetry, and vanishing matrix elements
between them can be easily identified. For
example,

Heff
23 ¼

1ffiffiffi
6

p Pkþ

Z∞

−∞

dz〈Γ6,þ1
2ðzÞjΓ8, −1

2ðzÞ〉=
"

ð5Þ

where P is the Kane matrix element (19),
vanishes because |Γ6, +1 2= 〉(z) is even in z, where-
as |Γ8, − 1

2= 〉(z) is odd. The procedure yields
exactly the form of the effective Hamiltonian
(Eq. 2), as we anticipated from the general
symmetry arguments, with the coupling func-
tions taking exactly the form of Eq. 3. The dis-
persion relations (22) have been checked to be in
agreement with prior numerical results (20, 21).
We note that for k ∈ [0, 0.01 Å−1] the dispersion
relation is dominated by the Dirac linear terms.
The numerical values for the coefficients depend
on the thickness, and values at d = 58 Å and d =
70 Å are given in (22).

Having presented the realistic k · p calcula-
tion starting from the microscopic six-band
Kane model, we now introduce a simplified
tight-binding model for the E1 and H1 states
based on their symmetry properties. We con-
sider a square lattice with four states per unit
cell. The E1 states are described by the s-orbital
states y1,3 = |s,a = ± 1

2= 〉, and the H1 states are
described by the spin-orbit coupled p-orbital
states y2,4 = ±(1/

ffiffiffi
2

p
)|px ± ipy, a = ±1

2= 〉, where
a denotes the electron spin. Nearest-neighbor
coupling between these states gives the tight-

Fig. 2. (A) Energy of E1 (blue) and H1 (red) bands at k|| = 0 versus quantum well thickness d. (B)
Energy dispersion relations E(kx,ky) of the E1 and H1 subbands at d = 40, 63.5, and 70 Å (from left
to right). Colored shading indicates the symmetry type of the band at that k point. Places where the
cones are more red indicate that the dominant state is H1 at that point; places where they are more
blue indicate that the dominant state is E1. Purple shading is a region where the states are more
evenly mixed. At 40 Å, the lower band is dominantly H1 and the upper band is dominantly E1. At
63.5 Å, the bands are evenly mixed near the band crossing and retain their d < dc behavior moving
farther out in k-space. At 70 Å, the regions near k|| = 0 have flipped their character but eventually
revert back to the d < dc farther out in k-space. Only this dispersion shows the meron structure (red
and blue in the same band). (C) Schematic meron configurations representing the di(k) vector near
the G point. The shading of the merons has the same meaning as the dispersion relations above.
The change in meron number across the transition is exactly equal to 1, leading to a quantum jump
of the spin Hall conductance s(s)xy = 2e2/h. We measure all Hall conductances in electrical units. All
of these plots are for Hg0.32Cd0.68Te-HgTe quantum wells.
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Koenig, Wiedmann, Brune, Buhmann, Molenkamp, Qi and Zhang, Science 2007

I.    d=5.5nm (non inverted) 
          insulating in the gap 

II-IV   d=7.3nm (inverted) 
          conducting in the gap 

L= 20 microns 
L=   1 micron    W=1    micron 
L=   1 micron    W=0.5 micron

Edge conduction in III-IV cases (suppressed by magnetic field)

Although the four-band Dirac model (Eq. 1)
gives a simple qualitative understanding of
this novel phase transition, we also performed
more realistic and self-consistent eight-band
k·p model calculations (13) for a 6.5-nm quan-
tum well, with the fan chart of the Landau
levels displayed in Fig. 1B. The two anoma-
lous Landau levels cross at a critical magnetic
field Bc

⊥, which evidently depends on well
width. This implies that when a sample has its
Fermi energy in the gap at zero magnetic
field, this energy will always be crossed by
the two anomalous Landau levels, resulting in
a QH plateau in-between the two crossing
fields. Figure 3 summarizes the dependence
of Bc

⊥ on well width d. The open red squares
are experimental data points that result from
fitting the eight-band k·p model to experi-
mental data as in Fig. 1, while the filled red
triangles result solely from the k·p calcula-
tion. For reference, the calculated gap ener-
gies are also plotted in this graph as open
blue circles. The band inversion is reflected
in the sign change of the gap. For relatively
wide wells (d > 8.5 nm), the (inverted) gap

starts to decrease in magnitude. This is be-
cause for these well widths, the band gap no
longer occurs between the E1 and HH1 lev-
els, but rather between HH1 and HH2—the
second confined hole-like level, as schemat-
ically shown in the inset of Fig. 3 [see also
(17)]. Also in this regime, a band crossing of
conductance- (HH1) and valence- (HH2) band–
derived Landau levels occurs with increasing
magnetic field (13, 17, 18). Figure 3 clearly
illustrates the quantum phase transition that
occurs as a function of d in the HgTe QWs:
Only for d > dc does Bc

⊥ exist, and at the
same time the energy gap is negative (i.e.,
the band structure is inverted). The experimen-
tal data allow for a quite accurate determi-
nation of the critical thickness, yielding dc =
6.3 ± 0.1 nm.

Zero-field edge channels and the QSH
effect. The actual existence of edge channels
in insulating inverted QWs is only revealed
when studying smaller Hall bars [the typical
mobility of 105 cm2 V−1 s−1 in n-type material
implies an elastic mean free path of lmfp ≈
1 mm (19, 20)—and one may anticipate lower

mobilities in the nominally insulating regime].
The pertinent data are shown in Fig. 4, which
plots the zero B-field four-terminal resistance
R14,23 ≡ V23/I14 as a function of normalized gate
voltage (Vthr is defined as the voltage for which
the resistance is largest) for several devices that
are representative of the large number of
structures we investigated. R14,23 is measured
while the Fermi level in the device is scanned
through the gap. In the low-resistance regions at
positive Vg − Vthr, the sample is n-type; at
negative Vg − Vthr, the sample is p-type.

The black curve labeled I in Fig. 4 was
obtained from a medium-sized [(20.0 × 13.3)
mm2] device with a 5.5-nm QW and shows the
behavior we observe for all devices with a
normal band structure: When the Fermi level
is in the gap, R14,23 increases strongly and is
at least several tens of megohm (this is the de-
tection limit of the lock-in equipment used in
the experiment). This clearly is the expected
behavior for a conventional insulator. How-
ever, for all devices containing an inverted QW,
the resistance in the insulating regime remains
finite. R14,23 plateaus at well below 100 kilohm
(i.e., G14,23 = 0.3 e2/h) for the blue curve
labeled II, which is again for a (20.0 × 13.3)
mm2 device fabricated by optical lithography,
but that contains a 7.3-nm-wide QW. For much
shorter samples (L = 1.0 mm, green and red
curves III and IV) fabricated from the same
wafer, G14,23 actually reaches the predicted
value close to 2e2/h, demonstrating the exis-
tence of the QSH insulator state for inverted
HgTe QW structures.

Figure 4 includes data on two devices with
d = 7.3 nm, L = 1.0 mm. The green trace (III)
is from a device with W = 1.0 mm, and the red
trace (IV) corresponds to a device with W =
0.5 mm. Clearly, the residual resistance of the
devices does not depend on the width of the
structure, which indicates that the transport
occurs through edge channels (21). The traces
for the d = 7.3 nm, L = 1.0 mm devices do not
reach all the way into the p-region because the
electron-beam lithography needed to fabricate
the devices increases the intrinsic (Vg = 0 V)
carrier concentration. In addition, fluctuations
on the conductance plateaus in traces II, III,
and IV are reproducible and do not stem from,
e.g., electrical noise. Although all R14,23 traces
discussed so far were taken at the base
temperature (30 mK) of our dilution refriger-
ator, the conductance plateaus are not limited
to this very-low-temperature regime. In the
inset of Fig. 4, we reproduce the green 30-mK
trace III on a linear scale and compare it with
a trace (in black) taken at 1.8 K from another
(L × W) = (1.0 × 1.0) mm2 sample, which was
fabricated from the same wafer. In the fabrica-
tion of this sample, we used a lower-illumination
dose in the e-beam lithography, resulting in a
better (but still not quite complete) coverage of
the n-i-p transition. Clearly, in this further
sample, and at 1.8 K, the 2e2/h conductance

Fig. 3. Crossing field,
Bc⊥ (red triangles), and
energy gap, Eg (blue
open dots), as a func-
tion of QW width d
resulting from an eight-
band k·p calculation.
For well widths larger
than 6.3 nm, the QW is
inverted and a mid-gap
crossing of Landau levels
deriving from the HH1
conductance and E1 va-
lence band occurs at fi-
nite magnetic fields. The
experimentally observed
crossing points are in-
dicated by open red
squares. The inset shows
the energetic ordering of the QW subband structure as a function of QW width d. [See also (17)].
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Roth, Brune, Buhmann, Molenkamp, Maciejko, Qi and Zhang, Science 2009

Counter-propagating modesmentally in an unambiguous manner the exis-
tence of edge channels in HgTe quantum wells.

Ohm’s law versus nonlocal transport. In
conventional diffusive electronics, bulk transport
satisfies Ohm’s law. The resistance is proportional
to the length and inversely proportional to the cross-
sectional area, implying the existence of a local

resistivity or conductivity tensor. However, the exis-
tence of edge states necessarily leads to nonlocal
transport, which invalidates the concept of local
resistivity. Such nonlocal transport has been experi-
mentally observed in the quantumHall (QH) regime
in the presence of a large magnetic field (8), and the
nonlocal transport is well described by a quantum

transport theory based on the Landauer-Büttiker
formalism (9). These measurements constitute de-
finitive experimental evidence for the existence of
edge states in the QH regime.

We report nonlocal transport measurements
in HgTe quantum wells that demonstrate the exis-
tence of the predicted extended edge channels. We
have fabricated structures more complicated than a
standardHall bar that allow a detailed investigation
of the transport mechanism. In addition, we present
the theory of quantum transport in the QSH regime,
and uncover the effects of macroscopic time ir-
reversibility on the helical edge states.

Device structure. We present experimental
results on four different devices. The behavior
in these structures is exemplary for the ~50 de-
vices we studied. The devices were fabricated
from HgTe/(Hg,Cd)Te quantum well structures
with well thicknesses of d = 7.5 nm (samples
D1, D2, and D3) and 9.0 nm (sample D4). Note
that all wells have a thickness d > dc ≈ 6.3 nm,
and thus exhibit the topologically nontrivial in-
verted band structure. At zero gate voltage, the
samples are n-type and have a carrier density of
ns ≈ 3 × 1011 cm–2 and a mobility of 1.5 × 105

cm2 V–1 s–1, with small variations between the
different wafers. The devices are lithographi-
cally patterned using electron-beam lithography
and subsequent Ar ion-beam etching. Devices
D1 and D2 are micrometer-scale Hall bars with
exact dimensions as indicated in the insets of
Fig. 1. Devices D3 and D4 are dedicated struc-
tures for identifying nonlocal transport, with
schematic structure given in Fig. 2. All devices
are fitted with a 110-nm-thick Si3N4/SiO2 multi-
layer gate insulator and a Ti (5 nm)–Au (50 nm)
gate electrode stack.

By applying a voltage Vg to the top gate, the
electron carrier density of the quantum well can
be adjusted, going from an n-type behavior at
positive gate voltages through the bulk insulator
state into a p-type regime at negative gate volt-
ages. For reasons of comparison, the experimental
data in Figs. 1, 3, and 4 are plotted as a function
of a normalized gate voltage V* = Vg – Vthr (Vthr
is defined as the voltage for which the resistance
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Fig. 1. Two-terminal (R14,14) (top two traces) and four-terminal (R14,23) (bottom traces) resistance versus
(normalized) gate voltage for the Hall bar devices D1 and D2 with dimensions (length× width) as indicated.
The dotted blue lines indicate the resistance values expected from the Landauer-Büttiker approach.

Fig. 2. Schematic layout
of devices D3 (A) and D4
(B). The gray areas are the
mesas, the yellow areas
the gates, with dimensions
as indicated. The numbers
indicate the coding of the
leads.

Fig. 3. Four- and two-terminal
resistance measured on device
D3: (A) R14,23 (red line) and R14,14
(green line) and (B) R13,54 (red
line) and R13,13 (green line). The
dotted blue lines indicate the ex-
pected resistance value from a
Landauer-Büttiker calculation.
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Fig. 8. (Color online) Schematic bulk and surface band structures of (a)
Bi2Se3 and (b) Bi2Te3. Note that the surface states are spin non-degenerate
and are helically spin polarized. Representative constant-energy contours of
the Dirac cones for (c) Bi2Se3 and (d) Bi2Te3 are also schematically shown.
Note that the spin vector is always perpendicular to the wave vector k1 in both
Bi2Se3 and Bi2Te3, but the Fermi velocity vector vF can be non-orthogonal
to the spin vector in Bi2Te3 due to the hexagonal warping, which leads to
strong quasiparticle interference.

relatively simple, which made it easy for many experimental-
ists to start working on them. Furthermore, the bulk band gap
of Bi2Se3 is relatively large, 0.3 eV, and thus one can see tech-
nological relevance that topological properties of this material
may potentially be exploited at room temperature. All those
factors helped initiate a surge of research activities on 3D TIs.

The surface-state structure of Bi2Se3 is relatively simple
and presents an almost idealized Dirac cone with only slight
curvature, as shown schematically in Fig. 8(a). In contrast,
the surface state of Bi2Te3 is a bit more complicated [see Fig.
8(b)] and the Dirac point is located beneath the top of the va-
lence band, which makes it di�cult to probe the surface trans-
port properties near the Dirac point without being disturbed
by bulk carriers in Bi2Te3.

Another di↵erence between the two materials is that the
constant-energy contour of the Dirac cone is almost spherical
in Bi2Se3 [Fig. 8(c)], while it presents significant hexagonal
warping in Bi2Te3 [Fig. 8(d)]. This warping is caused by a k3

term which stems from cubic Dresselhaus spin-orbit coupling
at the surface of rhombohedral crystal systems.98) Intrigu-
ingly, this hexagonal warping gives rise to peculiar physics
such as strong quasiparticle interference99, 100) and appearance
of a finite out-of-plane spin polarization.101)

While Bi2Se3 and Bi2Te3 are conceptually simple TI ma-
terials, their chemistry is not so simple and they are always
degenerately doped due to naturally occurring crystalline de-
fects, which cause their transport properties to be dominated

by bulk carriers. In this respect, a promising TI material
having the tetradymite structure is Bi2Te2Se, which has a
chalcogen-ordered structure shown in Fig. 7. The topologi-
cal surface state of this material was first reported by Xu et
al. in a preprint that has not been published,102) and they re-
ported metallic n-type nature for the stoichiometric composi-
tion of this material. However, Ren et al. discovered103) that
by growing crystals from a slightly Se-rich starting composi-
tion of Bi2Te1.95Se1.05, one can obtain crystals showing a large
bulk resistivity exceeding 1 ⌦cm. Furthermore, they demon-
strated that in such crystals, the chemical potential is located
within the bulk band gap and one can observe clear SdH os-
cillations coming from the topological surface state, which
contributed ⇠6% of the total conductance in a 260-µm-thick
bulk crystal.103) This value is to be contrasted with the pre-
ceding surface transport study by Qu et al. on Bi2Te3, which
found the surface contribution of only ⇠0.3% in a 100-µm-
thick sample.104) In fact, Bi2Te2Se was the first 3D TI mate-
rial to present a reasonably bulk-insulating behavior, which
opened the door for detailed transport studies of the topolog-
ical surface state. This discovery by Ren et al. was followed
by an independent report by Xiong et al.,105) who reported
an even larger resistivity of 6 ⌦cm. Detailed defect chem-
istry in Bi2Te2Se was discussed by Jia et al.106) In passing,
a tetradymite compound having a similar chalcogen-ordered
structure, Sb2Te2Se, has also been confirmed to be topologi-
cal,102) but it is heavily p-type doped.

Ren et al. tried to further improve the bulk-insulating prop-
erty of Bi2Te2Se, and they reported two possible routes.
One is to expand the phase space of the compositions into
Bi2�xSbxTe3�ySey,107, 108) and they found a series of particu-
lar combinations of (x, y) where the samples show maximally
bulk-insulating behavior.107) (This material is discussed in de-
tail in Sec. 7.) The second route to improve the insulating
property of Bi2Te2Se is to employ Sn doping to the Bi site.109)

Using both routes, it has been shown to be possible to achieve
surface-dominated transport in bulk single crystals.108, 109)

The discovery of tetradymite TI materials demonstrated
that elucidating the parity eigenvalues based on ab initio band
calculations is a practical and powerful strategy for making
predictions for new TI materials. In fact, the next TI material
discovered after Bi2Se3 and Bi2Te3 was TlBiSe2, and its dis-
covery,110–112) done in 2010, was also led by theoretical pre-
dictions.113, 114) By 2010, the competition in the TI research
was already very heated and two theoretical groups indepen-
dently made predictions that thallium-based III-V-VI2 ternary
chalcogenides TlM0X2 [M0 = Bi and Sb; X = S, Se, and Te;
see Fig. 9(a)] should be TIs; experimentally, the TI nature
of TlBiSe2 was reported first by Sato et al.,110) which was
soon followed by independent reports by Kuroda et al.111) and
by Chen et al.112) The latter also confirmed TlBiTe2 to be a
TI.112) The surface state structure of TlBiSe2 is similar to that
in Bi2Se3 [see Fig. 9(b)], and its simplicity makes it suitable
for studying fundamental properties of the Dirac cone with-
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and are helically spin polarized. Representative constant-energy contours of
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Note that the spin vector is always perpendicular to the wave vector k1 in both
Bi2Se3 and Bi2Te3, but the Fermi velocity vector vF can be non-orthogonal
to the spin vector in Bi2Te3 due to the hexagonal warping, which leads to
strong quasiparticle interference.

relatively simple, which made it easy for many experimental-
ists to start working on them. Furthermore, the bulk band gap
of Bi2Se3 is relatively large, 0.3 eV, and thus one can see tech-
nological relevance that topological properties of this material
may potentially be exploited at room temperature. All those
factors helped initiate a surge of research activities on 3D TIs.

The surface-state structure of Bi2Se3 is relatively simple
and presents an almost idealized Dirac cone with only slight
curvature, as shown schematically in Fig. 8(a). In contrast,
the surface state of Bi2Te3 is a bit more complicated [see Fig.
8(b)] and the Dirac point is located beneath the top of the va-
lence band, which makes it di�cult to probe the surface trans-
port properties near the Dirac point without being disturbed
by bulk carriers in Bi2Te3.

Another di↵erence between the two materials is that the
constant-energy contour of the Dirac cone is almost spherical
in Bi2Se3 [Fig. 8(c)], while it presents significant hexagonal
warping in Bi2Te3 [Fig. 8(d)]. This warping is caused by a k3

term which stems from cubic Dresselhaus spin-orbit coupling
at the surface of rhombohedral crystal systems.98) Intrigu-
ingly, this hexagonal warping gives rise to peculiar physics
such as strong quasiparticle interference99, 100) and appearance
of a finite out-of-plane spin polarization.101)

While Bi2Se3 and Bi2Te3 are conceptually simple TI ma-
terials, their chemistry is not so simple and they are always
degenerately doped due to naturally occurring crystalline de-
fects, which cause their transport properties to be dominated

by bulk carriers. In this respect, a promising TI material
having the tetradymite structure is Bi2Te2Se, which has a
chalcogen-ordered structure shown in Fig. 7. The topologi-
cal surface state of this material was first reported by Xu et
al. in a preprint that has not been published,102) and they re-
ported metallic n-type nature for the stoichiometric composi-
tion of this material. However, Ren et al. discovered103) that
by growing crystals from a slightly Se-rich starting composi-
tion of Bi2Te1.95Se1.05, one can obtain crystals showing a large
bulk resistivity exceeding 1 ⌦cm. Furthermore, they demon-
strated that in such crystals, the chemical potential is located
within the bulk band gap and one can observe clear SdH os-
cillations coming from the topological surface state, which
contributed ⇠6% of the total conductance in a 260-µm-thick
bulk crystal.103) This value is to be contrasted with the pre-
ceding surface transport study by Qu et al. on Bi2Te3, which
found the surface contribution of only ⇠0.3% in a 100-µm-
thick sample.104) In fact, Bi2Te2Se was the first 3D TI mate-
rial to present a reasonably bulk-insulating behavior, which
opened the door for detailed transport studies of the topolog-
ical surface state. This discovery by Ren et al. was followed
by an independent report by Xiong et al.,105) who reported
an even larger resistivity of 6 ⌦cm. Detailed defect chem-
istry in Bi2Te2Se was discussed by Jia et al.106) In passing,
a tetradymite compound having a similar chalcogen-ordered
structure, Sb2Te2Se, has also been confirmed to be topologi-
cal,102) but it is heavily p-type doped.

Ren et al. tried to further improve the bulk-insulating prop-
erty of Bi2Te2Se, and they reported two possible routes.
One is to expand the phase space of the compositions into
Bi2�xSbxTe3�ySey,107, 108) and they found a series of particu-
lar combinations of (x, y) where the samples show maximally
bulk-insulating behavior.107) (This material is discussed in de-
tail in Sec. 7.) The second route to improve the insulating
property of Bi2Te2Se is to employ Sn doping to the Bi site.109)

Using both routes, it has been shown to be possible to achieve
surface-dominated transport in bulk single crystals.108, 109)

The discovery of tetradymite TI materials demonstrated
that elucidating the parity eigenvalues based on ab initio band
calculations is a practical and powerful strategy for making
predictions for new TI materials. In fact, the next TI material
discovered after Bi2Se3 and Bi2Te3 was TlBiSe2, and its dis-
covery,110–112) done in 2010, was also led by theoretical pre-
dictions.113, 114) By 2010, the competition in the TI research
was already very heated and two theoretical groups indepen-
dently made predictions that thallium-based III-V-VI2 ternary
chalcogenides TlM0X2 [M0 = Bi and Sb; X = S, Se, and Te;
see Fig. 9(a)] should be TIs; experimentally, the TI nature
of TlBiSe2 was reported first by Sato et al.,110) which was
soon followed by independent reports by Kuroda et al.111) and
by Chen et al.112) The latter also confirmed TlBiTe2 to be a
TI.112) The surface state structure of TlBiSe2 is similar to that
in Bi2Se3 [see Fig. 9(b)], and its simplicity makes it suitable
for studying fundamental properties of the Dirac cone with-
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relatively simple, which made it easy for many experimental-
ists to start working on them. Furthermore, the bulk band gap
of Bi2Se3 is relatively large, 0.3 eV, and thus one can see tech-
nological relevance that topological properties of this material
may potentially be exploited at room temperature. All those
factors helped initiate a surge of research activities on 3D TIs.

The surface-state structure of Bi2Se3 is relatively simple
and presents an almost idealized Dirac cone with only slight
curvature, as shown schematically in Fig. 8(a). In contrast,
the surface state of Bi2Te3 is a bit more complicated [see Fig.
8(b)] and the Dirac point is located beneath the top of the va-
lence band, which makes it di�cult to probe the surface trans-
port properties near the Dirac point without being disturbed
by bulk carriers in Bi2Te3.

Another di↵erence between the two materials is that the
constant-energy contour of the Dirac cone is almost spherical
in Bi2Se3 [Fig. 8(c)], while it presents significant hexagonal
warping in Bi2Te3 [Fig. 8(d)]. This warping is caused by a k3

term which stems from cubic Dresselhaus spin-orbit coupling
at the surface of rhombohedral crystal systems.98) Intrigu-
ingly, this hexagonal warping gives rise to peculiar physics
such as strong quasiparticle interference99, 100) and appearance
of a finite out-of-plane spin polarization.101)

While Bi2Se3 and Bi2Te3 are conceptually simple TI ma-
terials, their chemistry is not so simple and they are always
degenerately doped due to naturally occurring crystalline de-
fects, which cause their transport properties to be dominated

by bulk carriers. In this respect, a promising TI material
having the tetradymite structure is Bi2Te2Se, which has a
chalcogen-ordered structure shown in Fig. 7. The topologi-
cal surface state of this material was first reported by Xu et
al. in a preprint that has not been published,102) and they re-
ported metallic n-type nature for the stoichiometric composi-
tion of this material. However, Ren et al. discovered103) that
by growing crystals from a slightly Se-rich starting composi-
tion of Bi2Te1.95Se1.05, one can obtain crystals showing a large
bulk resistivity exceeding 1 ⌦cm. Furthermore, they demon-
strated that in such crystals, the chemical potential is located
within the bulk band gap and one can observe clear SdH os-
cillations coming from the topological surface state, which
contributed ⇠6% of the total conductance in a 260-µm-thick
bulk crystal.103) This value is to be contrasted with the pre-
ceding surface transport study by Qu et al. on Bi2Te3, which
found the surface contribution of only ⇠0.3% in a 100-µm-
thick sample.104) In fact, Bi2Te2Se was the first 3D TI mate-
rial to present a reasonably bulk-insulating behavior, which
opened the door for detailed transport studies of the topolog-
ical surface state. This discovery by Ren et al. was followed
by an independent report by Xiong et al.,105) who reported
an even larger resistivity of 6 ⌦cm. Detailed defect chem-
istry in Bi2Te2Se was discussed by Jia et al.106) In passing,
a tetradymite compound having a similar chalcogen-ordered
structure, Sb2Te2Se, has also been confirmed to be topologi-
cal,102) but it is heavily p-type doped.

Ren et al. tried to further improve the bulk-insulating prop-
erty of Bi2Te2Se, and they reported two possible routes.
One is to expand the phase space of the compositions into
Bi2�xSbxTe3�ySey,107, 108) and they found a series of particu-
lar combinations of (x, y) where the samples show maximally
bulk-insulating behavior.107) (This material is discussed in de-
tail in Sec. 7.) The second route to improve the insulating
property of Bi2Te2Se is to employ Sn doping to the Bi site.109)

Using both routes, it has been shown to be possible to achieve
surface-dominated transport in bulk single crystals.108, 109)

The discovery of tetradymite TI materials demonstrated
that elucidating the parity eigenvalues based on ab initio band
calculations is a practical and powerful strategy for making
predictions for new TI materials. In fact, the next TI material
discovered after Bi2Se3 and Bi2Te3 was TlBiSe2, and its dis-
covery,110–112) done in 2010, was also led by theoretical pre-
dictions.113, 114) By 2010, the competition in the TI research
was already very heated and two theoretical groups indepen-
dently made predictions that thallium-based III-V-VI2 ternary
chalcogenides TlM0X2 [M0 = Bi and Sb; X = S, Se, and Te;
see Fig. 9(a)] should be TIs; experimentally, the TI nature
of TlBiSe2 was reported first by Sato et al.,110) which was
soon followed by independent reports by Kuroda et al.111) and
by Chen et al.112) The latter also confirmed TlBiTe2 to be a
TI.112) The surface state structure of TlBiSe2 is similar to that
in Bi2Se3 [see Fig. 9(b)], and its simplicity makes it suitable
for studying fundamental properties of the Dirac cone with-
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relatively simple, which made it easy for many experimental-
ists to start working on them. Furthermore, the bulk band gap
of Bi2Se3 is relatively large, 0.3 eV, and thus one can see tech-
nological relevance that topological properties of this material
may potentially be exploited at room temperature. All those
factors helped initiate a surge of research activities on 3D TIs.

The surface-state structure of Bi2Se3 is relatively simple
and presents an almost idealized Dirac cone with only slight
curvature, as shown schematically in Fig. 8(a). In contrast,
the surface state of Bi2Te3 is a bit more complicated [see Fig.
8(b)] and the Dirac point is located beneath the top of the va-
lence band, which makes it di�cult to probe the surface trans-
port properties near the Dirac point without being disturbed
by bulk carriers in Bi2Te3.

Another di↵erence between the two materials is that the
constant-energy contour of the Dirac cone is almost spherical
in Bi2Se3 [Fig. 8(c)], while it presents significant hexagonal
warping in Bi2Te3 [Fig. 8(d)]. This warping is caused by a k3

term which stems from cubic Dresselhaus spin-orbit coupling
at the surface of rhombohedral crystal systems.98) Intrigu-
ingly, this hexagonal warping gives rise to peculiar physics
such as strong quasiparticle interference99, 100) and appearance
of a finite out-of-plane spin polarization.101)

While Bi2Se3 and Bi2Te3 are conceptually simple TI ma-
terials, their chemistry is not so simple and they are always
degenerately doped due to naturally occurring crystalline de-
fects, which cause their transport properties to be dominated

by bulk carriers. In this respect, a promising TI material
having the tetradymite structure is Bi2Te2Se, which has a
chalcogen-ordered structure shown in Fig. 7. The topologi-
cal surface state of this material was first reported by Xu et
al. in a preprint that has not been published,102) and they re-
ported metallic n-type nature for the stoichiometric composi-
tion of this material. However, Ren et al. discovered103) that
by growing crystals from a slightly Se-rich starting composi-
tion of Bi2Te1.95Se1.05, one can obtain crystals showing a large
bulk resistivity exceeding 1 ⌦cm. Furthermore, they demon-
strated that in such crystals, the chemical potential is located
within the bulk band gap and one can observe clear SdH os-
cillations coming from the topological surface state, which
contributed ⇠6% of the total conductance in a 260-µm-thick
bulk crystal.103) This value is to be contrasted with the pre-
ceding surface transport study by Qu et al. on Bi2Te3, which
found the surface contribution of only ⇠0.3% in a 100-µm-
thick sample.104) In fact, Bi2Te2Se was the first 3D TI mate-
rial to present a reasonably bulk-insulating behavior, which
opened the door for detailed transport studies of the topolog-
ical surface state. This discovery by Ren et al. was followed
by an independent report by Xiong et al.,105) who reported
an even larger resistivity of 6 ⌦cm. Detailed defect chem-
istry in Bi2Te2Se was discussed by Jia et al.106) In passing,
a tetradymite compound having a similar chalcogen-ordered
structure, Sb2Te2Se, has also been confirmed to be topologi-
cal,102) but it is heavily p-type doped.

Ren et al. tried to further improve the bulk-insulating prop-
erty of Bi2Te2Se, and they reported two possible routes.
One is to expand the phase space of the compositions into
Bi2�xSbxTe3�ySey,107, 108) and they found a series of particu-
lar combinations of (x, y) where the samples show maximally
bulk-insulating behavior.107) (This material is discussed in de-
tail in Sec. 7.) The second route to improve the insulating
property of Bi2Te2Se is to employ Sn doping to the Bi site.109)

Using both routes, it has been shown to be possible to achieve
surface-dominated transport in bulk single crystals.108, 109)

The discovery of tetradymite TI materials demonstrated
that elucidating the parity eigenvalues based on ab initio band
calculations is a practical and powerful strategy for making
predictions for new TI materials. In fact, the next TI material
discovered after Bi2Se3 and Bi2Te3 was TlBiSe2, and its dis-
covery,110–112) done in 2010, was also led by theoretical pre-
dictions.113, 114) By 2010, the competition in the TI research
was already very heated and two theoretical groups indepen-
dently made predictions that thallium-based III-V-VI2 ternary
chalcogenides TlM0X2 [M0 = Bi and Sb; X = S, Se, and Te;
see Fig. 9(a)] should be TIs; experimentally, the TI nature
of TlBiSe2 was reported first by Sato et al.,110) which was
soon followed by independent reports by Kuroda et al.111) and
by Chen et al.112) The latter also confirmed TlBiTe2 to be a
TI.112) The surface state structure of TlBiSe2 is similar to that
in Bi2Se3 [see Fig. 9(b)], and its simplicity makes it suitable
for studying fundamental properties of the Dirac cone with-
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Surface state 3

FIG. 1. Comparison between the Dirac dispersion (left top
and bottom) and the dispersion of a 2DEG with Rashba spin-
orbit coupling (right top and bottom). Both dispersions are
rotationally symmetric around the energy axis, as shown by
the plot of the Fermi surface in the lower panel. The Fermi
surface consists of an odd and even number of closed curves
(sheets) respectively. The filled and crossed circles and ar-
rows denote the spin direction of the corresponding eigen-
state. Due to time-reversal symmetry, scattering from a spin
up state at k to a spin down state at �k is forbidden (crossed
out dashed arrowed lines). Backscattering is therefore com-
pletely absent for the Dirac dispersion. In the Rashba case,
scattering between the branches with the same spin state is
allowed (dashed line without a cross), and backscattering can
take place.

as in a random environment, the surface state is robust
against localization. We discuss this in more detail in
section V A.

The low energy electronic structure of graphene is also
described by two Dirac cones (ignoring the spin which
does not play an important role in most graphene ex-
periments). Graphene, however, has a time-reversal T
with T 2

= +1 and is therefore in a different symmetry
class from TI’s which time-reversal symmetry satisfies
T 2

= �1. In the absence of intervalley coupling an ef-
fective time-reversal symmetry with T 2

= �1 emerges
in graphene,35 and the physics is that of a single Dirac
cone. It is useful to keep this in mind since several re-
sults originally obtained for graphene are relevant to TI
transport.

The two-dimensional topological insulator or quantum
spin Hall state has the same locking of spin and momen-
tum in its edge state as in the surface state described
in (1): electrons moving one way along the edge have a
certain spin orientation which is opposite that of the spin
of the electrons moving in the reverse direction. There is

a single branch of edge excitations moving in each direc-
tion, unlike in an ordinary quantum wire, which has two
branches (spin-up and spin-down).

One simple difference in surface state transport be-
tween the 2D and 3D topological insulators can now be
explained, and this will also help convey the importance
of time-reversal symmetry. Time-reversal symmetry im-
plies that every spin-half eigenstate is degenerate in en-
ergy with, and distinct from, its time-reversal conjugate
(the state obtained by reversing the direction of time). As
a result, every energy eigenvalue in a time-reversal invari-
ant system of independent electrons is at least two-fold
degenerate; these degenerate pairs are called Kramers
pairs. Integer-spin particles can be equivalent to their
time-reversal conjugates and there need not be such de-
generacies. Now consider perturbing the original Hamil-
tonian. The robustness of Kramers pairs necessitates
that any time-reversal invariant perturbation, such as po-
tential scattering, has a zero matrix element between the
two states of a pair, as otherwise it would split the pair.

As a consequence of the robustness of the Kramers
pairs, elastic scattering at the edge of a 2D topological
insulator disappears at low energy (in the gap), because
the two available states belong to the same Kramers pair.
The corresponding scattering from spin-up to spin-down
is still forbidden in the case of an ordinary wire, but the
scattering process that does not flip the spin is allowed
and eventually leads to localization by disorder. In gen-
eral, an even number of Kramers pairs of edge modes
will localize, while an odd number will lose pairs until
a single pair is left which cannot be localized. At low
voltage and temperature, transport is effectively ballistic
because backscattering disappears, although the correc-
tions to the quantized conductance e2/h are expected to
be power-law rather than exponential as in the quantum
Hall case.36
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two states of a pair, as otherwise it would split the pair.

As a consequence of the robustness of the Kramers
pairs, elastic scattering at the edge of a 2D topological
insulator disappears at low energy (in the gap), because
the two available states belong to the same Kramers pair.
The corresponding scattering from spin-up to spin-down
is still forbidden in the case of an ordinary wire, but the
scattering process that does not flip the spin is allowed
and eventually leads to localization by disorder. In gen-
eral, an even number of Kramers pairs of edge modes
will localize, while an odd number will lose pairs until
a single pair is left which cannot be localized. At low
voltage and temperature, transport is effectively ballistic
because backscattering disappears, although the correc-
tions to the quantized conductance e2/h are expected to
be power-law rather than exponential as in the quantum
Hall case.36

The same Kramers protection exists at the surface of a
3D topological insulator but is less powerful as now there
are allowed scattering processes that do not violate the
Kramers theorem. Scattering at any angle other than 180
degrees is allowed, and indeed Fourier transforms of STM
measurements37 show the vanishing amplitude of perfect
backscattering. Because there are still allowed scatter-
ing processes at leading order, unlike in the 2D case, the
low-temperature fate of conduction at the surface of 3D
topological insulator requires more thought and is dis-
cussed below in the context of weak localization theory.

B. Properties of topological insulator materials

In this review, we will focus on the basic physics of the
topological insulator phase revealed through Aharonov-
Bohm measurements and other magnetic effects on trans-
port. However, in order to understand experiments,
it seems useful to provide a few notes on the mate-
rials studied in current experiments, even though ma-
terial improvements are rapid. In two dimensions the

3

FIG. 1. Comparison between the Dirac dispersion (left top
and bottom) and the dispersion of a 2DEG with Rashba spin-
orbit coupling (right top and bottom). Both dispersions are
rotationally symmetric around the energy axis, as shown by
the plot of the Fermi surface in the lower panel. The Fermi
surface consists of an odd and even number of closed curves
(sheets) respectively. The filled and crossed circles and ar-
rows denote the spin direction of the corresponding eigen-
state. Due to time-reversal symmetry, scattering from a spin
up state at k to a spin down state at �k is forbidden (crossed
out dashed arrowed lines). Backscattering is therefore com-
pletely absent for the Dirac dispersion. In the Rashba case,
scattering between the branches with the same spin state is
allowed (dashed line without a cross), and backscattering can
take place.

as in a random environment, the surface state is robust
against localization. We discuss this in more detail in
section V A.

The low energy electronic structure of graphene is also
described by two Dirac cones (ignoring the spin which
does not play an important role in most graphene ex-
periments). Graphene, however, has a time-reversal T
with T 2

= +1 and is therefore in a different symmetry
class from TI’s which time-reversal symmetry satisfies
T 2

= �1. In the absence of intervalley coupling an ef-
fective time-reversal symmetry with T 2

= �1 emerges
in graphene,35 and the physics is that of a single Dirac
cone. It is useful to keep this in mind since several re-
sults originally obtained for graphene are relevant to TI
transport.

The two-dimensional topological insulator or quantum
spin Hall state has the same locking of spin and momen-
tum in its edge state as in the surface state described
in (1): electrons moving one way along the edge have a
certain spin orientation which is opposite that of the spin
of the electrons moving in the reverse direction. There is

a single branch of edge excitations moving in each direc-
tion, unlike in an ordinary quantum wire, which has two
branches (spin-up and spin-down).

One simple difference in surface state transport be-
tween the 2D and 3D topological insulators can now be
explained, and this will also help convey the importance
of time-reversal symmetry. Time-reversal symmetry im-
plies that every spin-half eigenstate is degenerate in en-
ergy with, and distinct from, its time-reversal conjugate
(the state obtained by reversing the direction of time). As
a result, every energy eigenvalue in a time-reversal invari-
ant system of independent electrons is at least two-fold
degenerate; these degenerate pairs are called Kramers
pairs. Integer-spin particles can be equivalent to their
time-reversal conjugates and there need not be such de-
generacies. Now consider perturbing the original Hamil-
tonian. The robustness of Kramers pairs necessitates
that any time-reversal invariant perturbation, such as po-
tential scattering, has a zero matrix element between the
two states of a pair, as otherwise it would split the pair.

As a consequence of the robustness of the Kramers
pairs, elastic scattering at the edge of a 2D topological
insulator disappears at low energy (in the gap), because
the two available states belong to the same Kramers pair.
The corresponding scattering from spin-up to spin-down
is still forbidden in the case of an ordinary wire, but the
scattering process that does not flip the spin is allowed
and eventually leads to localization by disorder. In gen-
eral, an even number of Kramers pairs of edge modes
will localize, while an odd number will lose pairs until
a single pair is left which cannot be localized. At low
voltage and temperature, transport is effectively ballistic
because backscattering disappears, although the correc-
tions to the quantized conductance e2/h are expected to
be power-law rather than exponential as in the quantum
Hall case.36

The same Kramers protection exists at the surface of a
3D topological insulator but is less powerful as now there
are allowed scattering processes that do not violate the
Kramers theorem. Scattering at any angle other than 180
degrees is allowed, and indeed Fourier transforms of STM
measurements37 show the vanishing amplitude of perfect
backscattering. Because there are still allowed scatter-
ing processes at leading order, unlike in the 2D case, the
low-temperature fate of conduction at the surface of 3D
topological insulator requires more thought and is dis-
cussed below in the context of weak localization theory.

B. Properties of topological insulator materials

In this review, we will focus on the basic physics of the
topological insulator phase revealed through Aharonov-
Bohm measurements and other magnetic effects on trans-
port. However, in order to understand experiments,
it seems useful to provide a few notes on the mate-
rials studied in current experiments, even though ma-
terial improvements are rapid. In two dimensions the
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levels nor an external magnetic field. This type
of QHE induced by spontaneous magnetization
is considered the quantized version of the con-
ventional (nonquantized) anomalous Hall effect
(AHE) discovered in 1881 (16). The quantized
Hall conductance is directly given by a topo-
logical characteristic of the band structure called
the first Chern number. Such insulators are called
Chern insulators.

One way to realize a Chern insulator is to start
from a time-reversal-invariant TI. These mate-
rials, whose topological properties are induced
by spin-orbit coupling, were experimentally re-
alized soon after the theoretical predictions in
both 2D and 3D systems (12, 13). Breaking the
TRS of a suitable TI (17) by introducing ferro-
magnetism can naturally lead to the quantum
anomalous Hall (QAH) effect (6–9, 11). By tuning
the Fermi level of the sample around the mag-
netically induced energy gap in the density of states,
one is expected to observe a plateau of Hall
conductance (sxy) of e

2/h and a vanishing lon-
gitudinal conductance (sxx) even at zero mag-
netic field [figure 14 of (7) and Fig. 1, A and B].

The QAH effect has been predicted to occur
by Mn doping of the 2D TI realized in HgTe
quantum wells (8); however, an external mag-
netic field was still required to align the Mn mo-
ments in order to realize the QAH effect (18). As
proposed in (9), due to the van Vleck mechanism
doping the Bi2Te3 family TIs with isovalent 3d
magnetic ions can lead to a ferromagnetic insu-
lator ground state and, for thin film systems, this
will further induce the QAH effect if the mag-
netic exchange field is perpendicular to the plane
and overcomes the semiconductor gap. Here, we
investigate thin films of Cr0.15(Bi0.1Sb0.9)1.85Te3
(19, 20) with a thickness of 5 quintuple layers
(QL), which are grown on dielectric SrTiO3 (111)
substrates by molecular beam epitaxy (MBE)
(20, 21) (fig. S1). With this composition, the
film is nearly charge neutral so that the chem-
ical potential can be fine-tuned to the electron- or
hole-conductive regime by a positive or nega-
tive gate voltage, respectively, applied on the
backside of the SrTiO3 substrate (20). The films
are manually cut into a Hall bar configuration
(Fig. 1C) for transport measurements. Varying
the width (from 50 mm to 200 mm) and the as-
pect ratio (from 1:1 to 2:1) of the Hall bar does
not influence the result. Figure 1D displays a
series of measurements, taken at different tem-
peratures, of the Hall resistance (ryx) of the sam-
ple in Fig. 1C, as a function of the magnetic field
(m0H). At high temperatures, ryx exhibits linear
magnetic field dependence due to the ordi-
nary Hall effect (OHE). The film mobility is
~760 cm2/Vs, as estimated from the measured
longitudinal sheet resistance (rxx) and the carrier
density determined from the OHE. The value is
much enhanced compared with the samples in
our previous study (20, 21), but still much lower
than that necessary for QHE (2, 3). With decreas-
ing temperature, ryx develops a hysteresis loop
characteristic of the AHE, induced by the ferro-

magnetic order in the film (22). The square-shaped
loop with large coercivity (Hc = 970 Oersted at
1.5 K) indicates a long-range ferromagnetic or-
der with out-of-plane magnetic anisotropy. The
Curie temperature is estimated to be ~15 K (Fig.
1D, inset) from the temperature dependence of
the zero field ryx that reflects spontaneous mag-
netization of the film.

Figure 2, A and C, shows the magnetic field
dependence of ryx and rxx, respectively, mea-
sured at T = 30 mK at different bottom-gate
voltages (Vgs). The shape and coercivity of the
ryx hysteresis loops (Fig. 2A) vary little with Vg,
thanks to the robust ferromagnetism probably

mediated by the van Vleck mechanism (9, 20).
In the magnetized states, ryx is nearly indepen-
dent of the magnetic field, suggesting perfect
ferromagnetic ordering and charge neutrality of
the sample. On the other hand, the AH resist-
ance (height of the loops) changes dramatically
with Vg, with a maximum value of h/e2 around
Vg = –1.5 V. The magnetoresistance (MR) curves
(Fig. 2C) exhibit the typical shape for a ferro-
magnetic material: two sharp symmetric peaks
at the coercive fields.

The Vg dependences of ryx and rxx at zero
field [labeled ryx(0) and rxx(0), respectively] are
plotted in Fig. 2B. The most important obser-

30 mK 30 mK

A B

V  = Vgg
0 V  = Vgg

0

Fig. 3. The QAH effect under strong magnetic field measured at 30 mK. (A) Magnetic field
dependence of ryx at Vg0. (B) Magnetic field dependence of rxx at Vg0. The blue and red lines in (A) and
(B) indicate the data taken with increasing and decreasing fields, respectively.

30 mK

30 mK

30 mK

30 mK

A B

C D

Fig. 2. The QAH effect measured at 30 mK. (A) Magnetic field dependence of ryx at different Vgs.
(B) Dependence of ryx(0) (empty blue squares) and rxx(0) (empty red circles) on Vg. (C) Magnetic field
dependence of rxx at different Vgs. (D) Dependence of sxy(0) (empty blue squares) and sxx(0) (empty
red circles) on Vg. The vertical purple dashed-dotted lines in (B) and (D) indicate the Vg for Vg0. A
complete set of the data is shown in fig. S3.
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Experimental Observation of the
Quantum Anomalous Hall Effect
in a Magnetic Topological Insulator
Cui-Zu Chang,1,2* Jinsong Zhang,1* Xiao Feng,1,2* Jie Shen,2* Zuocheng Zhang,1 Minghua Guo,1

Kang Li,2 Yunbo Ou,2 Pang Wei,2 Li-Li Wang,2 Zhong-Qing Ji,2 Yang Feng,1 Shuaihua Ji,1

Xi Chen,1 Jinfeng Jia,1 Xi Dai,2 Zhong Fang,2 Shou-Cheng Zhang,3 Ke He,2† Yayu Wang,1† Li Lu,2

Xu-Cun Ma,2 Qi-Kun Xue1†

The quantized version of the anomalous Hall effect has been predicted to occur in magnetic
topological insulators, but the experimental realization has been challenging. Here, we report the
observation of the quantum anomalous Hall (QAH) effect in thin films of chromium-doped (Bi,Sb)2Te3,
a magnetic topological insulator. At zero magnetic field, the gate-tuned anomalous Hall resistance
reaches the predicted quantized value of h/e2, accompanied by a considerable drop in the longitudinal
resistance. Under a strong magnetic field, the longitudinal resistance vanishes, whereas the Hall
resistance remains at the quantized value. The realization of the QAH effect may lead to the
development of low-power-consumption electronics.

The quantum Hall effect (QHE), a quan-
tized version of the Hall effect (1), was
observed in two-dimensional (2D) elec-

tron systems more than 30 years ago (2, 3). In
QHE, the Hall resistance, which is the voltage

across the transverse direction of a conductor
divided by the longitudinal current, is quantized
into plateaus of height h/ne2, with h being Planck’s
constant, e the electron's charge, and n an integer
(2) or a certain fraction (3). In these systems, the

QHE is a consequence of the formation of well-
defined Landau levels and thus only possible in
high-mobility samples and strong external mag-
netic fields. However, there have been numerous
proposals to realize the QHE without applying
any magnetic field (4–11). Among these propo-
sals, using the thin film of a magnetic topological
insulator (TI) (6–9, 11), a new class of quantum
matter discovered recently (12, 13), is one of the
most promising routes.

Magnetic field–induced Landau quantization
drives a 2D electron system into an insulating
phase that is topologically different from the
vacuum (14, 15); as a consequence, dissipation-
less states appear at sample edges. The topolog-
ically nontrivial electronic structure can also occur
in certain 2D insulators with time reversal sym-
metry (TRS) broken by current loops (4) or by
magnetic ordering (6), requiring neither Landau
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Fig. 1. Sample struc-
ture and properties. (A)
A schematic drawing de-
picting the principle of
the QAH effect in a TI
thin film with ferromag-
netism. Themagnetization
direction (M) is indicated
by red arrows. The chem-
ical potential of the film
can be controlled by a
gate voltage applied on
the back side of the di-
electric substrate. (B) A
schematic drawing of the
expected chemical poten-
tial dependence of zero
field sxx [sxx(0), in red]
and sxy [sxy(0), in blue]
in the QAH effect. (C) An
optical image of a Hall
bar device made from a
Cr0.15(Bi0.1Sb0.9)1.85Te3
film. The red arrow indi-
cates the current flow
direction during the mea-
surements. The light gray
areas are the remained
film, and the dark gray
areas are bare substrate
with the film removed.
The black areas are the
attached indium elec-
trodes. (D) Magnetic field dependence of ryx curves of the Cr0.15(Bi0.1Sb0.9)1.85Te3 film measured at different temperatures (from 80 K to 1.5 K). The inset
shows the temperature dependence of zero field ryx, which indicates a Curie temperature of ~15 K.
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Cr0.15(Bi0.1Sb0.9)1.85Te3

Chern insulator: experiment



Edge states provide new low dimensional conductors (1D) which differ from 
previously known 1D systems: nanowires, 1D organic conductors, carbon 
nanotubes. 

The spin-momentum locking leads to: 

- suppression of some scattering channels 
- absence of backscattering by non magnetic impurities 
- unusual proximity effect with superconductors: realization of exotic phases    
(Majorana quasiparticles)

Conclusions

Surface states of TIs also provide new low dimensional conductors (2D) which  
differ from previously known 2D systems: graphene, 2DEG trapped  
in heterojunctions. 
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Rashba-controlled backscattering along an interacting helical edge

(Dated: June 3, 2014)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.
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Rashba-controlled backscattering along an interacting helical edge

(Dated: June 3, 2014)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.
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Weyl equation (1929)

Neutrinos massifs: Dirac ou Majoranas ?

Massless particle: 

Rashba-controlled backscattering along an interacting helical edge

(Dated: November 20, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe

the QSH edge state physics, it should be desirable to G1 = g e

2

h

G1 = e

2

h

p
j

= �i~@
xj

p+

t2e
i⌫�

✏
A

= ✏
B

(1)

i~@ 
@t

=
�
c~↵.~p+ �mc2

�
 (2)

i~@ 
@t

= H
D

 (3)

H = d
x

(~k)�
x

+ d
y

(~k)�
y

(4)

H = d
x

(~k)�
x

+ d
y

(~k)�
y

+ d
z

(~k)�
z

(5)

E(~k) = ±|~d(~k)| (6)

H
D

= �i~c~↵.@
~r

+ �mc2 (7)

H
W

= �i~c~↵.@
~r

(8)

i (@
t

� c~�.@
~r

) 
L

= 0 (9)

i (@
t

+ c~�.@
~r

) 
R

= 0 (10)

~k = ± ~K (11)

Masse de Majorana (1937): 
2 nombres complexes (4 réels)

2

 
R

= i�
y

 ⇤
L

(13)

~k = ± ~K (14)

E2 = p2c2 +m2c4 (15)

{~↵,�} = 0 (16)

{↵
i

,�} = 0 (17)

{↵
i

,↵
j

} = 2�
ij

(18)

✏
A

6= ✏
B

(19)

p�

II. HZERO

H0 = vp�
z

(20)

T =

2h

T 2 = �1

[H, T ] = 0

III. BARRIER

H = (vp+ h)�
z

+ ↵p�
y

(21)

IV. RASHBA ONLY

H = vp�
z

+ ↵p�
y

(22)

E2 = (v2 + ↵2)p2 = v2
↵

p2 (23)

E = ±v
F

p
p2 +M2 (24)

E = ±v
F

p (25)

Masse de Dirac:  
4 nombres complexes

Rashba-controlled backscattering along an interacting helical edge

(Dated: November 20, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe
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Rashba-controlled backscattering along an interacting helical edge

(Dated: October 15, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe
the QSH edge state physics, it should be desirable to
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Rashba-controlled backscattering along an interacting helical edge

(Dated: October 15, 2012)

I. INTRODUCTION

FQHE: Backscattering between chiral edge states of Fractional Quantum Hall (FQH) states has been studied
extensively both theoretically and experimentaly. Such a backscattering can be tuned by realizing a Quantum Point
Contact (QPC) between two chiral edge states. This system proved to be very useful to identify the nature of tunneling
quasiparticles. Using the thermodynamic Bethe ansatz (TBA) method, Fendley et al. have obtained the crossover
between weak and strong backscattering limits.

QSH: In the QSH state, the counterpropagating edge modes are not spatially separated but backscattering is
forbidden by time-reversal symmetry. Backscattering can occur when time-reversal symmetry is broken locally, for
instance due to the presence of a magnetic impurity on the edge. Nevertheless, in order to use backscattering to probe
the QSH edge state physics, it should be desirable to
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qy, qx � qy, qx + 2qy). Dirac points’ chirality is given by
the sign of the Jacobian in Eq. (7). We find

sgn(J±
3 ) = ⌥1, (9)

where J±
3 denotes the Jacobian calculated at the Dirac

point q0
±.

In order to calculate the Chern number one must also
consider the mass sign at the Dirac points, m±(q0

±) =

M ⌥ 3
p
3t2 sin(�). Therefore, following Eq. (3) one re-

covers Haldane result for the Chern number

Ch =
1

2
[sgn(m�) � sgn(m+)]. (10)

The transition from a topological insulator to a nor-
mal insulator is marked by a semi-metal state, where
the gap closes at least at one Dirac point when M =
±3

p
3t2 sin(�). In the normal insulating phase Dirac

points have identical associated mass sign, such that Ch
goes to zero.

2. BHZ model

The Chern number calculation can as well be exempli-
fied in the case of the recently discovered Z2 insulators
such as the 2D HgTe/CdTe quantum wells.6 The low en-
ergy Bloch Hamiltonian is written in a basis of four states
|E1,mJ = 1/2i, |H1,mJ = 3/2i, |E1,mJ = �1/2i,
|H1,mJ = �3/2i and it has the form

H̃ =

✓
H(k) 0
0 H⇤(�k)

◆
(11)

The system is assembled out of two Chern insulators,
H(k) and its time reversed copy. To illustrate the calcu-
lation of the Chern numbers using a discrete sum, it is
enough to pick one Chern insulator:

H(k) = A sin(kx)�1 +A sin(ky)�2

+(M � 2B(2 � cos(kx) � cos(ky)))�3, (12)

where A,B,M are parameters of the Hamiltonian. Let
us consider again the surface traced by h and choose �3

as a special axis. The points where the �3-axis pierces
the surface are given by the condition that h1 and h2

terms vanish. This gives four “Dirac points” (kx, ky) 2
{(0, 0), (0,⇡), (⇡, 0), (⇡,⇡)}.

The chirality of each Dirac point is given by the sign
of Jacobian J3

sgn(J3) = sgn[cos(kx) cos(ky)] (13)

evaluated at the Dirac points. The mass term h3 has the
following expression at the Dirac points, h3(0, 0) = M ,
h3(0,⇡) = h3(⇡, 0) = M � 2B and h3(⇡,⇡) = M � 4B.

The Chern number can then be easily computed for
di↵erent values of M and B. The results for the case
B > 0 are summarized in Tab. I.

Dirac points (0,0) (⇡,0) (0,⇡) (⇡,⇡) Ch

mass M M � 4B M � 4B M � 8B

chirality + � � +

M < 0 � + + � 0

M 2 (0, 4B) + + + � +

M 2 (4B, 8B) + � � � �
M > 8B + � � + 0

TABLE I. Values of the Chern number Ch according to the
di↵erent values taken by M and B > 0

It follows from Tab. I that as M varies between 0 and
8B, the Chern insulator H(k) exhibits two topologically
nontrivial phases with Ch = ±1. When M is outside
(0, 8B) region there is only a trivial insulator phase. Note
that with respect to H(k), its time reversed copy will
always have the opposite Chern number.

III. HIGHER CHERN NUMBER MODELS.
CONSTRUCTION OF A CHERN INSULATOR

WITH PHASES {0,±1,±2}

In the following section we present the construction of
a 2D model with a higher Chern number. The strategy
will be to work with an abstract Hamiltonian in k-space.
We delay its implementation on a particular lattice at
the end of this section. New topological phases are made
possible by tuning the parameters of the mass term and
controlling the addition and subtraction of “topological
charges”.

A. Topological phases in k-space Hamiltonian

The most important common point between Haldane
model and “half”-BHZ Chern insulators is the existence
of only three topological phases described by Chern num-
bers in {0,±1} (0 characterizing the trivial phase). Using
Eq. (6) it is simple to construct an artificial model which
has larger Chern number. We assume that we are in
momentum space with a general 2D Hamiltonian of the
type

h1(kx, ky)�1 + h2(kx, ky)�2. (14)

h1 and h2 are continuous, 2⇡ periodic functions of kx and
ky.
The bands meet when both functions h1 and h2 are

zero. This defines a system of two equations with two
variables kx, ky, whose solutions define points in k-space.
As explained above, in order to obtain a higher Chern
number (here ±2) it is necessary to have at least four
Dirac points.
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FIG. 2. (Left) Creutz model in zero flux on a linear infinite
lattice. The horizontal ladders represent symbolically the two
spin projections: the upper (lower) ladder with filled (empty)
circles denote �

3

spin up (down) states. The spin degeneracy
is lifted by an on-site coupling m. There are two possible hop-
ping amplitudes: the g term that produces spin-flip processes
and a spin-conserving hopping t. The additional phase ⇡/2
on the t-links is only conventional and has the role to move
the Dirac point at k = 0. (Right) The model is shaped into a
ring of length L and a flux � is threaded through it.

will lose the phase ⇡/2. In the ring geometry, the sites
j = 1 and j = N + 1 are identified. In the following sim-
ulations, the energies are expressed in units where the
hopping strength is dimensionless, t = 1.

Before considering the model on a finite size ring, let
us discuss its properties on an infinite lattice and in zero
magnetic flux. The model is classified in the BDI class of
topological insulators, which are described by an integer
Z topological invariant.? ? ?

Due to translational invariance, the Hamiltonian can
be written in momentum space, H =

P
k

c†
k

H(k)c
k

, with

H(k) = h
3

(k)�
3

+ h
1

(k)�
1

,

h
1

(k) = m � g cos k, h
3

(k) = t sin k, (6)

where k is the 1D quasi-momentum and �
i

are the usual
spin Pauli matrices. The first term, proportional to �

3

alone would describe a model with two Dirac points lo-
cated at k = 0 and k = ⇡, respectively. The additional
time-reversal-breaking terms, proportional to the Pauli
matrix �

1

, open up gaps at k = 0, and k = ⇡, with size
2(m � g) and 2(m + g), respectively.

H(k) = sin k
x

�
1

+sin k
y

�
2

+(M�2B(2�cos k
x

�cos k
y

))�
3

H(k) = (m � g cos k)�
1

+ t sin k�
3

(7)

For |m/g| 6= 1, the system becomes insulating, with a
gap � = 2|m � g|. There is a topological phase transi-
tion between two di↵erent insulating phases defined by
|m/g| > 1 (trivial phase) and |m/g| < 1 (topological
phase). The two topologically nontrivial phases are dis-
tinguished by a topological invariant (the winding num-
ber) w = sgn(g), which is zero in the trivial phase.

We will focus in particular on the phase of the Creutz
model where a single massless Dirac fermion coexists with
a massive one. For m = ±g the gap closes at least at one
k-point. Without loss of generality, let us choose the
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cont.

FIG. 3. Energy dispersion in the clean system, in the ab-
sence magnetic flux. A Dirac point forms at k = 0, and the
spectrum is linear only near the Fermi point. At half-filling,
the spectrum is particle-hole symmetric around Fermi energy
EF = 0. By varying m = g parameter, one can go from
a single Dirac cone (straight line) to a double Dirac cone
(m = g = 0) (dotted line). Away from k = 0 point, the
lattice spectra deviate from the linear dispersion of the con-
tinuum model Eq. (1) (dashed line referred to as “cont.”).
The system parameters are given in units of t.

case m = g, where the gap vanishes at momentum k = 0,
while a tunable gap of size 4m remains at k = ⇡ (Fig. 3).
Then the system can accommodate two flavors of Dirac
fermions, one massless at k = 0 and an additional one at
k = ⇡ with a tunable mass 2m.

The continuum Dirac Hamiltonian can be seen as an ef-
fective model describing the low-energy, long-wavelength
limit of the lattice Wilson-Dirac fermion. This will al-
low us in particular to discuss continuum versus lattice
e↵ects. Indeed, the e↵ective Hamiltonian near k = 0, for
a generic m = g, reads

H(|k| ⌧ 1) = ~v
F

k�
3

+
mk2

2
�
1

+ O(k3), (8)

with the Fermi velocity v
F

= ta/~. Note that the dis-
persion of the massless fermion is also a↵ected by the
time-reversal breaking terms at the second order in mo-
mentum k.

Although the Creutz model breaks time-reversal sym-
metry, there is still an antiunitary operator T̄ , which
commutes with the Hamiltonian. Let us designate the
symmetry represented by this operator as a pseudo-time-
reversal symmetry (PTRS),

T̄H(k)T̄�1 = H(�k), T̄ = �
1

K, T̄ 2 = 1, (9)

where K is the complex conjugation operator. At zero
flux (or half-integer flux �/�

0

), all the eigenvalues are
degenerate because states with opposite momentum k
have the same energy. However, this degeneracy is not
protected, if nonmagnetic impurities are added, because

Réseau carré avec 2 orbitales (s et p) sur chaque site 
(électrons sans spin) 

Modèle: B.A. Bernevig, T.L. Hughes, and S.C. Zhang, Science 314, 1757 (2006) 
Doru Sticlet et al., Phys. Rev. B 85, 165456 (2012)
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Configuration “ferromagnétique”

The inversion symmetry P switches the sublattice A and B, and therefore should transform the Pauli
matrices as:

P : (�
1

, �
2

, �
3

) ! (�
1

, ��
2

, ��
3

), (34)

while the time-reversal operation leaves invariant the sublattice but complex conjugates the wave functions
amplitudes, acting therefore as:

T : (�
1

, �
2

, �
3

) ! (�
1

, ��
2

, �
3

), (35)

Hence the inversion and time-reversal operations will be written as:

P = �
1

, T = �
0

Kc, (36)

where Kc is complex conjugation. It is important to note that this time-reversal operation obeys T 2 = 1
because we deal with spinless fermions. When the spin is included, the full time-reversal operation square
to �1 with Kramers degeneracy as a fundamental consequence. It is clear that the form of the symmetry
operations T and P depends on the fact that the Pauli matrices �i represent the sublattice isospin [?], and
not real electronic spin. In particular the expressions for T = �

0

Kc and P = �
1

di↵er from the ones obtained
in particle physics (UT and UP in Sec. 2.2).

In order to discuss the stability of the Dirac points, we might investigate how a perturbation like d
3

(k)�
3

transforms under application of P and T . Invariance under P, implies d
3

(k) = �d
3

(�k) while invariance
under T , implies d

3

(k) = �d
3

(�k). This means that such a perturbation breaks either inversion or time-
reversal symmetry, and we would study in detail the corresponding graphene insulators below (Sec. 4).

Now we can check that the Hamiltonian is invariant both under the time-reversal operation T and inversion
P:

T h
0

(k)T �1 = (d⇤
1

(k)�
1

� d⇤
2

(k)�
2

) = (d
1

(�k)�
1

+ d
2

(�k)�
2

) = h
0

(�k), (37)

Ph
0

(k)P�1 = �
1

(d
1

(k)�
1

+ d
2

(k)�
2

) �
1

= h
0

(�k), (38)

because the real functions d
1

(k) and d
2

(k) are respectively even and odd in momentum as shown by Eq.
(28).

Finally in the low energy e↵ective theory, representations gathering the valley and the sublattice isospins
are often used. Then one has to take into account that space inversion and time-reversal operations also
switch the valleys. For instance, in the representation c†

a(q) = (c†
AKc†

BKc†
A�Kc†

B�K) introduced in 3.2, the
space inversion and time-reversal operations are four by four matrices:

P = �
1

⌧
1

, T = �
0

⌧
1

Kc, (39)

involving a supplementary Pauli matrix ⌧
1

for the valley inversion.

4. Masses in graphene: Semenov, Haldane, Kane-Mele insulators

Semimetallic graphene exhibits robust massless Weyl-Dirac fermions protected as long as space inversion
and time-reversal symmetries are not broken. In this section we discuss how to generate gaps at the Dirac
points and emphasize the concept of mass in graphene. Owing to the sublattice isospin, distinct insulating
phases can be built (at least theoretically) by adding proper perturbations [?].

4.1. Two-band model

A mass term is a matrix that acts on the sublattice isospin and anticommutes with the Hamiltonian of
semimetallic graphene. When discussing the case of spinless fermions on a bipartite lattice, the only matrix
anticommuting with the ”velocity” matrices (�

1

and �
2

in Eq. (27)) is the third Pauli matrix �
3

. Due to the
simplicity of the model, there is no choice on the matrix, but there are still many di↵erent functions d

3

(k)
that can enter the Hamiltonian. Therefore the simplest and most generic model for spinless fermions on a
bipartite lattice is the two-band model:

h(k) = ✏
0

(k)�
0

+ d
1

(k)�
1

+ d
2

(k)�
2

+ d
3

(k)�
3

= ✏
0

(k)�
0

+ d(k).�. (40)
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was discovered soon after this theoretical prediction. For a massive particle in our familiar 3+1 space-time
continuum, the Dirac wave function is a 4-component spinor which describes two spin one-half particles (the
particle and its particle). A massless spin-one half particle is described by a two-component Weyl spinor
[?]. In contrast to the Dirac equation, the Weyl equation breaks space inversion because it can be written
separately for left-handed (and right-handed) Weyl fermions. Finally let us mention that the Majorana field
is a massive field, like the Dirac one, but describing a particle identical to its antiparticle (unlike the Dirac
case) [?,?]. Hence the Majorana field has only two independent complex components [?,?].
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by relativistic Dirac or Weyl equations. These materials are usually narrow (or zero) gap semiconductors
where two (or more) bands get strongly coupled near a level-crossing. Due to the presence of the lattice,
electrons are described by Bloch states indexed by a quasi-momentum p, and their energies E(p) are periodic
over the BZ. This implies that the Weyl or Dirac equations (and the corresponding dispersion relations)
cannot be satisfied globally over the whole BZ, but only locally. The most celebrated ”Dirac material” is
graphene, the two-dimensional monolayer of carbon atoms, where massless Weyl excitations emerge near
two isolated points of the reciprocal space. Graphene has two spin-degenerated Dirac cones (or equivalently
4 non degenerated Dirac cones).
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Meanwhile a new class of band insulators, the so-called topological insulators (TIs), has been discovered
[?,?,?,?,?]. The 2D topological insulator, also called Quantum Spin Hall (QSH) state, is distinguished from
ordinary band insulators by the presence of a one-dimensional metal along its edge [?,?] (Fig. 4 below). The
nonchiral QSH edge states are also di↵erent from the chiral edge states of the Quantum Hall insulators or
Chern insulators (Fig. 3), thereby providing a new class of one-dimensional (1D) conductors. Interestingly,
the direction of the spin of the 1D charge carriers is tied to their direction of motion. Such conductors
are protected from single-particle backscattering (and Anderson localization) by time-reversal symmetry T .
Interestingly, the QSH state has a three-dimensional (3D) generalization: the 3D TIs are (at least theoret-
ically) insulating in the bulk, and exhibit topologically protected metallic states at their surfaces. Those
two-dimensional (2D) surface states are characterized by a single (or an odd number of) non-degenerated
Dirac cone(s). In those 2D Dirac surface states, the electron momentum is locked to the real spin in contrast
to graphene where it is tied to the sublattice isospin.

This short review is a pedagogical and (highly) non exhaustive introduction to Dirac materials, using
graphene as a guideline. It is restricted to 2D Dirac materials and topological insulators in the absence of
electron-electron interaction. We start with a short reminder of the Dirac [?,?] and Weyl [?] equations from
the particle physics point of view. In Sec. ??, we turn to graphene as a lattice system whose band structure
is described by Weyl-Dirac-like equations near some isolated points of the BZ. Sec. ?? is devoted to the
descriptions of various insulators obtained by gapping out the Dirac points of graphene with di↵erent mass
terms. We also discuss recent experimental realizations in materials with strong spin-orbit coupling. Among
these insulators, the Haldane state exhibits the quantized Hall e↵ect and has topological features, like the
existence of a topological invariant (Sec. ??) and chiral edge states (Sec. ??).

2. Relativistic wave equations

We briefly recall the Dirac and the Weyl equations for spin one-half fermions in the context of particle
physics. The Dirac equation describes massive fermions [?,?], while massless particles obey the Weyl equation
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Configuration skyrmionique 

The inversion symmetry P switches the sublattice A and B, and therefore should transform the Pauli
matrices as:

P : (�
1

, �
2

, �
3

) ! (�
1

, ��
2

, ��
3

), (34)

while the time-reversal operation leaves invariant the sublattice but complex conjugates the wave functions
amplitudes, acting therefore as:
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, �
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, ��
2

, �
3

), (35)

Hence the inversion and time-reversal operations will be written as:

P = �
1

, T = �
0

Kc, (36)

where Kc is complex conjugation. It is important to note that this time-reversal operation obeys T 2 = 1
because we deal with spinless fermions. When the spin is included, the full time-reversal operation square
to �1 with Kramers degeneracy as a fundamental consequence. It is clear that the form of the symmetry
operations T and P depends on the fact that the Pauli matrices �i represent the sublattice isospin [?], and
not real electronic spin. In particular the expressions for T = �

0

Kc and P = �
1

di↵er from the ones obtained
in particle physics (UT and UP in Sec. 2.2).

In order to discuss the stability of the Dirac points, we might investigate how a perturbation like d
3

(k)�
3

transforms under application of P and T . Invariance under P, implies d
3

(k) = �d
3

(�k) while invariance
under T , implies d

3

(k) = �d
3

(�k). This means that such a perturbation breaks either inversion or time-
reversal symmetry, and we would study in detail the corresponding graphene insulators below (Sec. 4).

Now we can check that the Hamiltonian is invariant both under the time-reversal operation T and inversion
P:

T h
0
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) �
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= h
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(�k), (38)

because the real functions d
1

(k) and d
2

(k) are respectively even and odd in momentum as shown by Eq.
(28).

Finally in the low energy e↵ective theory, representations gathering the valley and the sublattice isospins
are often used. Then one has to take into account that space inversion and time-reversal operations also
switch the valleys. For instance, in the representation c†

a(q) = (c†
AKc†

BKc†
A�Kc†

B�K) introduced in 3.2, the
space inversion and time-reversal operations are four by four matrices:

P = �
1

⌧
1

, T = �
0

⌧
1

Kc, (39)

involving a supplementary Pauli matrix ⌧
1

for the valley inversion.

4. Masses in graphene: Semenov, Haldane, Kane-Mele insulators

Semimetallic graphene exhibits robust massless Weyl-Dirac fermions protected as long as space inversion
and time-reversal symmetries are not broken. In this section we discuss how to generate gaps at the Dirac
points and emphasize the concept of mass in graphene. Owing to the sublattice isospin, distinct insulating
phases can be built (at least theoretically) by adding proper perturbations [?].

4.1. Two-band model

A mass term is a matrix that acts on the sublattice isospin and anticommutes with the Hamiltonian of
semimetallic graphene. When discussing the case of spinless fermions on a bipartite lattice, the only matrix
anticommuting with the ”velocity” matrices (�

1

and �
2

in Eq. (27)) is the third Pauli matrix �
3

. Due to the
simplicity of the model, there is no choice on the matrix, but there are still many di↵erent functions d

3

(k)
that can enter the Hamiltonian. Therefore the simplest and most generic model for spinless fermions on a
bipartite lattice is the two-band model:
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was discovered soon after this theoretical prediction. For a massive particle in our familiar 3+1 space-time
continuum, the Dirac wave function is a 4-component spinor which describes two spin one-half particles (the
particle and its particle). A massless spin-one half particle is described by a two-component Weyl spinor
[?]. In contrast to the Dirac equation, the Weyl equation breaks space inversion because it can be written
separately for left-handed (and right-handed) Weyl fermions. Finally let us mention that the Majorana field
is a massive field, like the Dirac one, but describing a particle identical to its antiparticle (unlike the Dirac
case) [?,?]. Hence the Majorana field has only two independent complex components [?,?].
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This paper is devoted to ”Dirac materials”, namely to lattice systems where the excitations are described
by relativistic Dirac or Weyl equations. These materials are usually narrow (or zero) gap semiconductors
where two (or more) bands get strongly coupled near a level-crossing. Due to the presence of the lattice,
electrons are described by Bloch states indexed by a quasi-momentum p, and their energies E(p) are periodic
over the BZ. This implies that the Weyl or Dirac equations (and the corresponding dispersion relations)
cannot be satisfied globally over the whole BZ, but only locally. The most celebrated ”Dirac material” is
graphene, the two-dimensional monolayer of carbon atoms, where massless Weyl excitations emerge near
two isolated points of the reciprocal space. Graphene has two spin-degenerated Dirac cones (or equivalently
4 non degenerated Dirac cones).
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Meanwhile a new class of band insulators, the so-called topological insulators (TIs), has been discovered
[?,?,?,?,?]. The 2D topological insulator, also called Quantum Spin Hall (QSH) state, is distinguished from
ordinary band insulators by the presence of a one-dimensional metal along its edge [?,?] (Fig. 4 below). The
nonchiral QSH edge states are also di↵erent from the chiral edge states of the Quantum Hall insulators or
Chern insulators (Fig. 3), thereby providing a new class of one-dimensional (1D) conductors. Interestingly,
the direction of the spin of the 1D charge carriers is tied to their direction of motion. Such conductors
are protected from single-particle backscattering (and Anderson localization) by time-reversal symmetry T .
Interestingly, the QSH state has a three-dimensional (3D) generalization: the 3D TIs are (at least theoret-
ically) insulating in the bulk, and exhibit topologically protected metallic states at their surfaces. Those
two-dimensional (2D) surface states are characterized by a single (or an odd number of) non-degenerated
Dirac cone(s). In those 2D Dirac surface states, the electron momentum is locked to the real spin in contrast
to graphene where it is tied to the sublattice isospin.

This short review is a pedagogical and (highly) non exhaustive introduction to Dirac materials, using
graphene as a guideline. It is restricted to 2D Dirac materials and topological insulators in the absence of
electron-electron interaction. We start with a short reminder of the Dirac [?,?] and Weyl [?] equations from
the particle physics point of view. In Sec. ??, we turn to graphene as a lattice system whose band structure
is described by Weyl-Dirac-like equations near some isolated points of the BZ. Sec. ?? is devoted to the
descriptions of various insulators obtained by gapping out the Dirac points of graphene with di↵erent mass
terms. We also discuss recent experimental realizations in materials with strong spin-orbit coupling. Among
these insulators, the Haldane state exhibits the quantized Hall e↵ect and has topological features, like the
existence of a topological invariant (Sec. ??) and chiral edge states (Sec. ??).

2. Relativistic wave equations

We briefly recall the Dirac and the Weyl equations for spin one-half fermions in the context of particle
physics. The Dirac equation describes massive fermions [?,?], while massless particles obey the Weyl equation
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Meanwhile a new class of band insulators, the so-called topological insulators (TIs), has been discovered
[?,?,?,?,?]. The 2D topological insulator, also called Quantum Spin Hall (QSH) state, is distinguished from
ordinary band insulators by the presence of a one-dimensional metal along its edge [?,?] (Fig. 4 below). The
nonchiral QSH edge states are also di↵erent from the chiral edge states of the Quantum Hall insulators or
Chern insulators (Fig. 3), thereby providing a new class of one-dimensional (1D) conductors. Interestingly,
the direction of the spin of the 1D charge carriers is tied to their direction of motion. Such conductors
are protected from single-particle backscattering (and Anderson localization) by time-reversal symmetry T .
Interestingly, the QSH state has a three-dimensional (3D) generalization: the 3D TIs are (at least theoret-
ically) insulating in the bulk, and exhibit topologically protected metallic states at their surfaces. Those
two-dimensional (2D) surface states are characterized by a single (or an odd number of) non-degenerated
Dirac cone(s). In those 2D Dirac surface states, the electron momentum is locked to the real spin in contrast
to graphene where it is tied to the sublattice isospin.

This short review is a pedagogical and (highly) non exhaustive introduction to Dirac materials, using
graphene as a guideline. It is restricted to 2D Dirac materials and topological insulators in the absence of
electron-electron interaction. We start with a short reminder of the Dirac [?,?] and Weyl [?] equations from
the particle physics point of view. In Sec. 3, we turn to graphene as a lattice system whose band structure
is described by Weyl-Dirac-like equations near some isolated points of the BZ. Sec. 4 is devoted to the
descriptions of various insulators obtained by gapping out the Dirac points of graphene with di↵erent mass
terms. We also discuss recent experimental realizations in materials with strong spin-orbit coupling. Among
these insulators, the Haldane state exhibits the quantized Hall e↵ect and has topological features, like the
existence of a topological invariant (Sec. 5) and chiral edge states (Sec. 6).
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Meanwhile a new class of band insulators, the so-called topological insulators (TIs), has been discovered
[?,?,?,?,?]. The 2D topological insulator, also called Quantum Spin Hall (QSH) state, is distinguished from
ordinary band insulators by the presence of a one-dimensional metal along its edge [?,?] (Fig. 4 below). The
nonchiral QSH edge states are also di↵erent from the chiral edge states of the Quantum Hall insulators or
Chern insulators (Fig. 3), thereby providing a new class of one-dimensional (1D) conductors. Interestingly,
the direction of the spin of the 1D charge carriers is tied to their direction of motion. Such conductors
are protected from single-particle backscattering (and Anderson localization) by time-reversal symmetry T .
Interestingly, the QSH state has a three-dimensional (3D) generalization: the 3D TIs are (at least theoret-
ically) insulating in the bulk, and exhibit topologically protected metallic states at their surfaces. Those
two-dimensional (2D) surface states are characterized by a single (or an odd number of) non-degenerated
Dirac cone(s). In those 2D Dirac surface states, the electron momentum is locked to the real spin in contrast
to graphene where it is tied to the sublattice isospin.

This short review is a pedagogical and (highly) non exhaustive introduction to Dirac materials, using
graphene as a guideline. It is restricted to 2D Dirac materials and topological insulators in the absence of
electron-electron interaction. We start with a short reminder of the Dirac [?,?] and Weyl [?] equations from
the particle physics point of view. In Sec. 3, we turn to graphene as a lattice system whose band structure
is described by Weyl-Dirac-like equations near some isolated points of the BZ. Sec. 4 is devoted to the
descriptions of various insulators obtained by gapping out the Dirac points of graphene with di↵erent mass
terms. We also discuss recent experimental realizations in materials with strong spin-orbit coupling. Among
these insulators, the Haldane state exhibits the quantized Hall e↵ect and has topological features, like the
existence of a topological invariant (Sec. 5) and chiral edge states (Sec. 6).

2



               4B<M<8B

-3 -2 -1 0 1 2 3

-3

-2

-1

0

1

2

3
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The inversion symmetry P switches the sublattice A and B, and therefore should transform the Pauli
matrices as:

P : (�
1

, �
2

, �
3

) ! (�
1

, ��
2

, ��
3

), (34)

while the time-reversal operation leaves invariant the sublattice but complex conjugates the wave functions
amplitudes, acting therefore as:

T : (�
1

, �
2

, �
3

) ! (�
1

, ��
2

, �
3

), (35)

Hence the inversion and time-reversal operations will be written as:

P = �
1

, T = �
0

Kc, (36)

where Kc is complex conjugation. It is important to note that this time-reversal operation obeys T 2 = 1
because we deal with spinless fermions. When the spin is included, the full time-reversal operation square
to �1 with Kramers degeneracy as a fundamental consequence. It is clear that the form of the symmetry
operations T and P depends on the fact that the Pauli matrices �i represent the sublattice isospin [?], and
not real electronic spin. In particular the expressions for T = �

0

Kc and P = �
1

di↵er from the ones obtained
in particle physics (UT and UP in Sec. 2.2).

In order to discuss the stability of the Dirac points, we might investigate how a perturbation like d
3

(k)�
3

transforms under application of P and T . Invariance under P, implies d
3

(k) = �d
3

(�k) while invariance
under T , implies d

3

(k) = �d
3

(�k). This means that such a perturbation breaks either inversion or time-
reversal symmetry, and we would study in detail the corresponding graphene insulators below (Sec. 4).

Now we can check that the Hamiltonian is invariant both under the time-reversal operation T and inversion
P:

T h
0

(k)T �1 = (d⇤
1

(k)�
1

� d⇤
2

(k)�
2

) = (d
1

(�k)�
1

+ d
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(�k)�
2

) = h
0

(�k), (37)

Ph
0

(k)P�1 = �
1

(d
1

(k)�
1

+ d
2

(k)�
2

) �
1

= h
0

(�k), (38)

because the real functions d
1

(k) and d
2

(k) are respectively even and odd in momentum as shown by Eq.
(28).

Finally in the low energy e↵ective theory, representations gathering the valley and the sublattice isospins
are often used. Then one has to take into account that space inversion and time-reversal operations also
switch the valleys. For instance, in the representation c†

a(q) = (c†
AKc†

BKc†
A�Kc†

B�K) introduced in 3.2, the
space inversion and time-reversal operations are four by four matrices:

P = �
1

⌧
1

, T = �
0

⌧
1

Kc, (39)

involving a supplementary Pauli matrix ⌧
1

for the valley inversion.

4. Masses in graphene: Semenov, Haldane, Kane-Mele insulators

Semimetallic graphene exhibits robust massless Weyl-Dirac fermions protected as long as space inversion
and time-reversal symmetries are not broken. In this section we discuss how to generate gaps at the Dirac
points and emphasize the concept of mass in graphene. Owing to the sublattice isospin, distinct insulating
phases can be built (at least theoretically) by adding proper perturbations [?].

4.1. Two-band model

A mass term is a matrix that acts on the sublattice isospin and anticommutes with the Hamiltonian of
semimetallic graphene. When discussing the case of spinless fermions on a bipartite lattice, the only matrix
anticommuting with the ”velocity” matrices (�

1

and �
2

in Eq. (27)) is the third Pauli matrix �
3

. Due to the
simplicity of the model, there is no choice on the matrix, but there are still many di↵erent functions d

3

(k)
that can enter the Hamiltonian. Therefore the simplest and most generic model for spinless fermions on a
bipartite lattice is the two-band model:
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continuum, the Dirac wave function is a 4-component spinor which describes two spin one-half particles (the
particle and its particle). A massless spin-one half particle is described by a two-component Weyl spinor
[?]. In contrast to the Dirac equation, the Weyl equation breaks space inversion because it can be written
separately for left-handed (and right-handed) Weyl fermions. Finally let us mention that the Majorana field
is a massive field, like the Dirac one, but describing a particle identical to its antiparticle (unlike the Dirac
case) [?,?]. Hence the Majorana field has only two independent complex components [?,?].
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Meanwhile a new class of band insulators, the so-called topological insulators (TIs), has been discovered
[?,?,?,?,?]. The 2D topological insulator, also called Quantum Spin Hall (QSH) state, is distinguished from
ordinary band insulators by the presence of a one-dimensional metal along its edge [?,?] (Fig. 4 below). The
nonchiral QSH edge states are also di↵erent from the chiral edge states of the Quantum Hall insulators or
Chern insulators (Fig. 3), thereby providing a new class of one-dimensional (1D) conductors. Interestingly,
the direction of the spin of the 1D charge carriers is tied to their direction of motion. Such conductors
are protected from single-particle backscattering (and Anderson localization) by time-reversal symmetry T .
Interestingly, the QSH state has a three-dimensional (3D) generalization: the 3D TIs are (at least theoret-
ically) insulating in the bulk, and exhibit topologically protected metallic states at their surfaces. Those
two-dimensional (2D) surface states are characterized by a single (or an odd number of) non-degenerated
Dirac cone(s). In those 2D Dirac surface states, the electron momentum is locked to the real spin in contrast
to graphene where it is tied to the sublattice isospin.

This short review is a pedagogical and (highly) non exhaustive introduction to Dirac materials, using
graphene as a guideline. It is restricted to 2D Dirac materials and topological insulators in the absence of
electron-electron interaction. We start with a short reminder of the Dirac [?,?] and Weyl [?] equations from
the particle physics point of view. In Sec. ??, we turn to graphene as a lattice system whose band structure
is described by Weyl-Dirac-like equations near some isolated points of the BZ. Sec. ?? is devoted to the
descriptions of various insulators obtained by gapping out the Dirac points of graphene with di↵erent mass
terms. We also discuss recent experimental realizations in materials with strong spin-orbit coupling. Among
these insulators, the Haldane state exhibits the quantized Hall e↵ect and has topological features, like the
existence of a topological invariant (Sec. ??) and chiral edge states (Sec. ??).

2. Relativistic wave equations

We briefly recall the Dirac and the Weyl equations for spin one-half fermions in the context of particle
physics. The Dirac equation describes massive fermions [?,?], while massless particles obey the Weyl equation
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separately for left-handed (and right-handed) Weyl fermions. Finally let us mention that the Majorana field
is a massive field, like the Dirac one, but describing a particle identical to its antiparticle (unlike the Dirac
case) [?,?]. Hence the Majorana field has only two independent complex components [?,?].

nw = 0

nw = 1

nw = �1

kx

ky

This paper is devoted to ”Dirac materials”, namely to lattice systems where the excitations are described
by relativistic Dirac or Weyl equations. These materials are usually narrow (or zero) gap semiconductors
where two (or more) bands get strongly coupled near a level-crossing. Due to the presence of the lattice,
electrons are described by Bloch states indexed by a quasi-momentum p, and their energies E(p) are periodic
over the BZ. This implies that the Weyl or Dirac equations (and the corresponding dispersion relations)
cannot be satisfied globally over the whole BZ, but only locally. The most celebrated ”Dirac material” is
graphene, the two-dimensional monolayer of carbon atoms, where massless Weyl excitations emerge near
two isolated points of the reciprocal space. Graphene has two spin-degenerated Dirac cones (or equivalently
4 non degenerated Dirac cones).

h(k) = d
1

(k)�
1

+ d
3

(k)�
3

(1)

Meanwhile a new class of band insulators, the so-called topological insulators (TIs), has been discovered
[?,?,?,?,?]. The 2D topological insulator, also called Quantum Spin Hall (QSH) state, is distinguished from
ordinary band insulators by the presence of a one-dimensional metal along its edge [?,?] (Fig. 4 below). The
nonchiral QSH edge states are also di↵erent from the chiral edge states of the Quantum Hall insulators or
Chern insulators (Fig. 3), thereby providing a new class of one-dimensional (1D) conductors. Interestingly,
the direction of the spin of the 1D charge carriers is tied to their direction of motion. Such conductors
are protected from single-particle backscattering (and Anderson localization) by time-reversal symmetry T .
Interestingly, the QSH state has a three-dimensional (3D) generalization: the 3D TIs are (at least theoret-
ically) insulating in the bulk, and exhibit topologically protected metallic states at their surfaces. Those
two-dimensional (2D) surface states are characterized by a single (or an odd number of) non-degenerated
Dirac cone(s). In those 2D Dirac surface states, the electron momentum is locked to the real spin in contrast
to graphene where it is tied to the sublattice isospin.

This short review is a pedagogical and (highly) non exhaustive introduction to Dirac materials, using
graphene as a guideline. It is restricted to 2D Dirac materials and topological insulators in the absence of
electron-electron interaction. We start with a short reminder of the Dirac [?,?] and Weyl [?] equations from
the particle physics point of view. In Sec. 3, we turn to graphene as a lattice system whose band structure
is described by Weyl-Dirac-like equations near some isolated points of the BZ. Sec. 4 is devoted to the
descriptions of various insulators obtained by gapping out the Dirac points of graphene with di↵erent mass
terms. We also discuss recent experimental realizations in materials with strong spin-orbit coupling. Among
these insulators, the Haldane state exhibits the quantized Hall e↵ect and has topological features, like the
existence of a topological invariant (Sec. 5) and chiral edge states (Sec. 6).
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graphene as a guideline. It is restricted to 2D Dirac materials and topological insulators in the absence of
electron-electron interaction. We start with a short reminder of the Dirac [?,?] and Weyl [?] equations from
the particle physics point of view. In Sec. 3, we turn to graphene as a lattice system whose band structure
is described by Weyl-Dirac-like equations near some isolated points of the BZ. Sec. 4 is devoted to the
descriptions of various insulators obtained by gapping out the Dirac points of graphene with di↵erent mass
terms. We also discuss recent experimental realizations in materials with strong spin-orbit coupling. Among
these insulators, the Haldane state exhibits the quantized Hall e↵ect and has topological features, like the
existence of a topological invariant (Sec. 5) and chiral edge states (Sec. 6).

2



               4B<M<8B

-3 -2 -1 0 1 2 3

-3

-2

-1

0

1

2

3

Autre configuration skyrmionique
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Hence the inversion and time-reversal operations will be written as:
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1
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where Kc is complex conjugation. It is important to note that this time-reversal operation obeys T 2 = 1
because we deal with spinless fermions. When the spin is included, the full time-reversal operation square
to �1 with Kramers degeneracy as a fundamental consequence. It is clear that the form of the symmetry
operations T and P depends on the fact that the Pauli matrices �i represent the sublattice isospin [?], and
not real electronic spin. In particular the expressions for T = �
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Kc and P = �
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di↵er from the ones obtained
in particle physics (UT and UP in Sec. 2.2).

In order to discuss the stability of the Dirac points, we might investigate how a perturbation like d
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transforms under application of P and T . Invariance under P, implies d
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(�k) while invariance
under T , implies d
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(�k). This means that such a perturbation breaks either inversion or time-
reversal symmetry, and we would study in detail the corresponding graphene insulators below (Sec. 4).
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because the real functions d
1

(k) and d
2

(k) are respectively even and odd in momentum as shown by Eq.
(28).

Finally in the low energy e↵ective theory, representations gathering the valley and the sublattice isospins
are often used. Then one has to take into account that space inversion and time-reversal operations also
switch the valleys. For instance, in the representation c†
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BKc†
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B�K) introduced in 3.2, the
space inversion and time-reversal operations are four by four matrices:
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involving a supplementary Pauli matrix ⌧
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for the valley inversion.

4. Masses in graphene: Semenov, Haldane, Kane-Mele insulators

Semimetallic graphene exhibits robust massless Weyl-Dirac fermions protected as long as space inversion
and time-reversal symmetries are not broken. In this section we discuss how to generate gaps at the Dirac
points and emphasize the concept of mass in graphene. Owing to the sublattice isospin, distinct insulating
phases can be built (at least theoretically) by adding proper perturbations [?].

4.1. Two-band model

A mass term is a matrix that acts on the sublattice isospin and anticommutes with the Hamiltonian of
semimetallic graphene. When discussing the case of spinless fermions on a bipartite lattice, the only matrix
anticommuting with the ”velocity” matrices (�
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and �
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in Eq. (27)) is the third Pauli matrix �
3

. Due to the
simplicity of the model, there is no choice on the matrix, but there are still many di↵erent functions d
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(k)
that can enter the Hamiltonian. Therefore the simplest and most generic model for spinless fermions on a
bipartite lattice is the two-band model:
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was discovered soon after this theoretical prediction. For a massive particle in our familiar 3+1 space-time
continuum, the Dirac wave function is a 4-component spinor which describes two spin one-half particles (the
particle and its particle). A massless spin-one half particle is described by a two-component Weyl spinor
[?]. In contrast to the Dirac equation, the Weyl equation breaks space inversion because it can be written
separately for left-handed (and right-handed) Weyl fermions. Finally let us mention that the Majorana field
is a massive field, like the Dirac one, but describing a particle identical to its antiparticle (unlike the Dirac
case) [?,?]. Hence the Majorana field has only two independent complex components [?,?].
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This paper is devoted to ”Dirac materials”, namely to lattice systems where the excitations are described
by relativistic Dirac or Weyl equations. These materials are usually narrow (or zero) gap semiconductors
where two (or more) bands get strongly coupled near a level-crossing. Due to the presence of the lattice,
electrons are described by Bloch states indexed by a quasi-momentum p, and their energies E(p) are periodic
over the BZ. This implies that the Weyl or Dirac equations (and the corresponding dispersion relations)
cannot be satisfied globally over the whole BZ, but only locally. The most celebrated ”Dirac material” is
graphene, the two-dimensional monolayer of carbon atoms, where massless Weyl excitations emerge near
two isolated points of the reciprocal space. Graphene has two spin-degenerated Dirac cones (or equivalently
4 non degenerated Dirac cones).
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Meanwhile a new class of band insulators, the so-called topological insulators (TIs), has been discovered
[?,?,?,?,?]. The 2D topological insulator, also called Quantum Spin Hall (QSH) state, is distinguished from
ordinary band insulators by the presence of a one-dimensional metal along its edge [?,?] (Fig. 4 below). The
nonchiral QSH edge states are also di↵erent from the chiral edge states of the Quantum Hall insulators or
Chern insulators (Fig. 3), thereby providing a new class of one-dimensional (1D) conductors. Interestingly,
the direction of the spin of the 1D charge carriers is tied to their direction of motion. Such conductors
are protected from single-particle backscattering (and Anderson localization) by time-reversal symmetry T .
Interestingly, the QSH state has a three-dimensional (3D) generalization: the 3D TIs are (at least theoret-
ically) insulating in the bulk, and exhibit topologically protected metallic states at their surfaces. Those
two-dimensional (2D) surface states are characterized by a single (or an odd number of) non-degenerated
Dirac cone(s). In those 2D Dirac surface states, the electron momentum is locked to the real spin in contrast
to graphene where it is tied to the sublattice isospin.

This short review is a pedagogical and (highly) non exhaustive introduction to Dirac materials, using
graphene as a guideline. It is restricted to 2D Dirac materials and topological insulators in the absence of
electron-electron interaction. We start with a short reminder of the Dirac [?,?] and Weyl [?] equations from
the particle physics point of view. In Sec. ??, we turn to graphene as a lattice system whose band structure
is described by Weyl-Dirac-like equations near some isolated points of the BZ. Sec. ?? is devoted to the
descriptions of various insulators obtained by gapping out the Dirac points of graphene with di↵erent mass
terms. We also discuss recent experimental realizations in materials with strong spin-orbit coupling. Among
these insulators, the Haldane state exhibits the quantized Hall e↵ect and has topological features, like the
existence of a topological invariant (Sec. ??) and chiral edge states (Sec. ??).

2. Relativistic wave equations

We briefly recall the Dirac and the Weyl equations for spin one-half fermions in the context of particle
physics. The Dirac equation describes massive fermions [?,?], while massless particles obey the Weyl equation
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the particle physics point of view. In Sec. 3, we turn to graphene as a lattice system whose band structure
is described by Weyl-Dirac-like equations near some isolated points of the BZ. Sec. 4 is devoted to the
descriptions of various insulators obtained by gapping out the Dirac points of graphene with di↵erent mass
terms. We also discuss recent experimental realizations in materials with strong spin-orbit coupling. Among
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The inversion symmetry P switches the sublattice A and B, and therefore should transform the Pauli
matrices as:
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while the time-reversal operation leaves invariant the sublattice but complex conjugates the wave functions
amplitudes, acting therefore as:
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Hence the inversion and time-reversal operations will be written as:

P = �
1

, T = �
0

Kc, (36)

where Kc is complex conjugation. It is important to note that this time-reversal operation obeys T 2 = 1
because we deal with spinless fermions. When the spin is included, the full time-reversal operation square
to �1 with Kramers degeneracy as a fundamental consequence. It is clear that the form of the symmetry
operations T and P depends on the fact that the Pauli matrices �i represent the sublattice isospin [?], and
not real electronic spin. In particular the expressions for T = �

0

Kc and P = �
1

di↵er from the ones obtained
in particle physics (UT and UP in Sec. 2.2).

In order to discuss the stability of the Dirac points, we might investigate how a perturbation like d
3

(k)�
3

transforms under application of P and T . Invariance under P, implies d
3

(k) = �d
3

(�k) while invariance
under T , implies d

3

(k) = �d
3

(�k). This means that such a perturbation breaks either inversion or time-
reversal symmetry, and we would study in detail the corresponding graphene insulators below (Sec. 4).

Now we can check that the Hamiltonian is invariant both under the time-reversal operation T and inversion
P:
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because the real functions d
1

(k) and d
2

(k) are respectively even and odd in momentum as shown by Eq.
(28).

Finally in the low energy e↵ective theory, representations gathering the valley and the sublattice isospins
are often used. Then one has to take into account that space inversion and time-reversal operations also
switch the valleys. For instance, in the representation c†

a(q) = (c†
AKc†

BKc†
A�Kc†

B�K) introduced in 3.2, the
space inversion and time-reversal operations are four by four matrices:
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⌧
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involving a supplementary Pauli matrix ⌧
1

for the valley inversion.

4. Masses in graphene: Semenov, Haldane, Kane-Mele insulators

Semimetallic graphene exhibits robust massless Weyl-Dirac fermions protected as long as space inversion
and time-reversal symmetries are not broken. In this section we discuss how to generate gaps at the Dirac
points and emphasize the concept of mass in graphene. Owing to the sublattice isospin, distinct insulating
phases can be built (at least theoretically) by adding proper perturbations [?].

4.1. Two-band model

A mass term is a matrix that acts on the sublattice isospin and anticommutes with the Hamiltonian of
semimetallic graphene. When discussing the case of spinless fermions on a bipartite lattice, the only matrix
anticommuting with the ”velocity” matrices (�

1

and �
2

in Eq. (27)) is the third Pauli matrix �
3

. Due to the
simplicity of the model, there is no choice on the matrix, but there are still many di↵erent functions d

3
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that can enter the Hamiltonian. Therefore the simplest and most generic model for spinless fermions on a
bipartite lattice is the two-band model:
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Meanwhile a new class of band insulators, the so-called topological insulators (TIs), has been discovered
[?,?,?,?,?]. The 2D topological insulator, also called Quantum Spin Hall (QSH) state, is distinguished from
ordinary band insulators by the presence of a one-dimensional metal along its edge [?,?] (Fig. 4 below). The
nonchiral QSH edge states are also di↵erent from the chiral edge states of the Quantum Hall insulators or
Chern insulators (Fig. 3), thereby providing a new class of one-dimensional (1D) conductors. Interestingly,
the direction of the spin of the 1D charge carriers is tied to their direction of motion. Such conductors
are protected from single-particle backscattering (and Anderson localization) by time-reversal symmetry T .
Interestingly, the QSH state has a three-dimensional (3D) generalization: the 3D TIs are (at least theoret-
ically) insulating in the bulk, and exhibit topologically protected metallic states at their surfaces. Those
two-dimensional (2D) surface states are characterized by a single (or an odd number of) non-degenerated
Dirac cone(s). In those 2D Dirac surface states, the electron momentum is locked to the real spin in contrast
to graphene where it is tied to the sublattice isospin.

This short review is a pedagogical and (highly) non exhaustive introduction to Dirac materials, using
graphene as a guideline. It is restricted to 2D Dirac materials and topological insulators in the absence of
electron-electron interaction. We start with a short reminder of the Dirac [?,?] and Weyl [?] equations from
the particle physics point of view. In Sec. 3, we turn to graphene as a lattice system whose band structure
is described by Weyl-Dirac-like equations near some isolated points of the BZ. Sec. 4 is devoted to the
descriptions of various insulators obtained by gapping out the Dirac points of graphene with di↵erent mass
terms. We also discuss recent experimental realizations in materials with strong spin-orbit coupling. Among
these insulators, the Haldane state exhibits the quantized Hall e↵ect and has topological features, like the
existence of a topological invariant (Sec. 5) and chiral edge states (Sec. 6).
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InAs/GaSb electron/hole bilayer

Transition can be driven by gating



H_0 = - t \sum_{\vec{R},\vec{\delta}_\alpha} c^\dagger_B(\vec{R}) c_A(\vec{R}+\vec{\delta}_\alpha) 
+  H.c.

H_0 = - t \sum_{\vec{k},\vec{\delta}_\alpha} e^{i \vec{k} . \vec{\delta}_\alpha} c^
\dagger_B(\vec{k}) c_A(\vec{k}) +  H.c.

\,  \, \, h_0 (\vec{k})= - t \sum_{\vec{k},  \vec{\delta}_\alpha} \left( \cos( \vec{k} . 
\vec{\delta}_\alpha) \sigma_1 + \sin( \vec{k} . \vec{\delta}_\alpha) \sigma_2 \right)

h_0 (\vec{k})= 0  \rightarrow  \vec{k}= \pm \vec{K}

 = - t \sum_{\vec{k}}  c^\dagger_\alpha(\vec{k})  [h_{0}]_{\alpha \beta} c_\beta(\vec{k}) 

 - t= \int d^3r \, \phi^*(\vec{r}-\vec{R}_A-\vec{\delta}_3) (V(\vec{r})-V_{\rm ato}(\vec{r}-
\vec{R}_B)) \phi(\vec{r}-\vec{R}_B) 

h_0 (\vec{k})=   \sigma_1  h_0 (-\vec{k})    \sigma_1 h_0 (\vec{k})=    h_0^* (-\vec{k}) 

\,  \, \, h_0 (\vec{k})= - t \sum_{\vec{k},  \vec{\delta}_\alpha} \left( {\color{red} 
\cos( \vec{k} . \vec{\delta}_\alpha) }\sigma_1 + {\color{blue} \sin( \vec{k} . \vec{\delta}_
\alpha) } \sigma_2 \right)

  E_F= \hbar v_F {\color{blue}  q_F}



h_0 (\vec{k})=    h_0^* (-\vec{k}) 

  {\color{red} d_3(\vec{k})  =- d_3(-\vec{k}) }

\vec{k} = \vec{K} + {\color{blue}  \vec{q}  } 

 \vec{k} = {\color{red}  \xi} \vec{K} + {\color{blue}  \vec{q}  } 

 v_F = 3 at/2\hbar  \simeq 10^6  {\rm m.s^{-1}}

\,  \, \, \, h_0 ({\color{red} \xi }\vec{K} + {\color{blue}  \vec{q}  } \,) \simeq \hbar v_F  
\left( {\color{red} \xi } {\color{blue} q_x }\sigma_1 + {\color{blue} q_y } \sigma_2 \right)

 E({\color{red}  \xi  } \vec{K} + {\color{blue}  \vec{q}  } \,) = \hbar v_F {\color{blue}  
\sqrt{q_x^2+q_y^2}}

{\color{blue} T^2 = - 1 }


